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ANNOTATION

Obshchiye Printsipy Proyektirovaniya Sistem Upravleniya
[General Principles of Designing Control Systems], Chembrovskiy,
0. A., Topcheyev, Yu. I., and Samoylovich, G. V., Moscow, "Mashi-
nostroyeniye" Press, 1 9 72, 416 pages.

This book is one of several in the design engineer's hand-
book library, published under the general title Osnovy Proyektiro-
vaniya Sistem Upravleniya Letatel'nymi Apparatami [Essentials of
Designing Flight Craft Control Systems].

The book deals with general methods of designing control sys-
tems of aircraft, missile, and space complexes based on statis-
tical estimates of the characteristics of flight craft, ground,
and onboard control system equipment, and also methods of synthe-
sis for assigned effectiveness criteria. Heavy emphasis is given
to estimates of the technical capabilities of control systems in
various conditions of application. Designing methods are illus-
trated with examples from foreign technology.

Handbook material contained in the book can be used in the
initial stage of designing or for establishing preliminary re-
quirements for systems. The book is intended for design engineers
and for estimator engineers engaged in designing flight craft con-
trol systems. It will also prove useful to instructors, graduate
students, and undergraduates in higher educational institutions.

53 tables, 165 illustrations, and 213 bibliographic entries.
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FOREWORD

Among the problems confronting design engineers, one of the
most important is the synthesis of large nonlinear systems, which
include aircraft, missile, and space complexes.

At the present time there are as yet neither mathematical or
engineering methods of synthesizing these systems, though several
hundred articles dealing with this problem have been published in
just the past two years in the periodical press. Therefore in
designing these complexes engineers resort to statistical compara-
tive analysis of the parameters of their individual elements. At
the same time, methods of optimizing internal loops (damping, sta-
bilization, remote control or homing) based on optimality criteria
are widely used. The necessity for simultaneously satisfying sev-
eral requirements is a complicated mathematical problem. There-
fore the design engineer, in selecting the optimal system para-
meters, is compelled to perform numerous calculations and to plot
curve nets, and select desired characteristics directly from these.
The large. number of loops included in aircraft and missile sys-
tems considerably complicates design procedures.

From the foregoing it follows that the synthesis of complexes
with optimal or assigned effectiveness can be done only together
with the synthesis of all its major systems. Still, the synthesis
of a control system taken individually, separate from the entire
complex, must inevitably lead to a reduction in its efficiency.

The absence of mathematical, and even more so of engineering /6
methods of optimal designing naturally complicated the work of the
authors. Therefore they saw their main problems to lie in demon-
strating the complexities arising in the combined designing of
control systems and of complexes as a whole; in describing the
most interesting design solutions; in clarifying trends in the de-
velopment of certain kinds of control devices and controlled ob-
jects; and, finally, in a general characterization of the route's
which the designer must follow, even though these routes do not
lend themselves to rigorous algorithmization.

The materials on specific complexes, control systems, and
individual installations, as well as prospects of their develop-
ment are presented in accordance with data published in the domes-
tic and foreign press. In several cases they are contradictory in
nature, raising diffiaulties in the statistical estimate of certain
characteristics and parameters.

pRECEDING PAGE BLANK NOT FILMED
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The functions and graphs presented in the book, along with
numerical values of certain parameters are generally approximate
and can be used only for rough calculations in the stage of pre-
draft designing of control systems. Also, some of the examples
given are purely methodological in emphasis,and numerical data
obtained therein can in no wise aspire to an estimation of the
capabilities of flight complexes.

The authors express their deep gratitude to Candidate of
Technical Sciences I. I. Smirnova, who wrote Section Eight of
Chapter Four. We would wish to express special gratitude and
sincere thanks to Doctor of Technical Sciences, Professor I. V.
Ostoslavskiy (deceased), who read the manuscript of the book and
made several comments on improving its contents.

All comments and suggestions should be sent to this address:
Moscow, B-78, Pervyy Basmannyy Per., d. 3, "Mashinostroyeniye"
Press.
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CHAPTER ONE

FLIGHT CRAFT CONTROL SYSTEMS

We class flight craft control systems into several indepen-
dent complexes: aircraft-missile, antiaircraft defense missilel,
and ballistic missile. For military aircraft, the aircraft-missile
complex consists of the control system of the aircraft proper and
the control systems of its armament (air-to-air and air-to-surface
missiles). The antiaircraft defense missile complex includes
short-range missiles and tactical and strategic missiles. The
ballistic missile complex encompasses not fily attack missiles, but
also launch vehicles. __p

This chapter examines the structures and principles of de-
signing both individual control systems executing a number of
specific functions, as well as the totality of such systems form-
ing a single integrated system designed to perform a principal
mission (for example, interception of air targets or striking of
ground targets).

1.1. Function and Typical Structures of Flight Craft Control Systems

The trajectory of the mass center of a flight craft system is
described by six functions of time: three coordinates and three /8
velocity components. Sometimes they can be replaced by any six
independent parameters uniquely expressed in terms of these func-
tions. The motion of a body relative to its center of mass is
also described by six functions, namely: three angles (which form
axes of some absolute system and axes of coordinates associated
with the body) and their first derivatives.

These functions, as the solution of a system of ordinary
differential equations of order twelve, completely represent the
trajectory of the craft. The solutions obtained must satisfy
the conditions of the technical capability of the given craft
to execute the trajectory and guarantee, from the standpoint of
the criterion chosen, the optimum solution of the flight mission
or the function assigned to the complex as a whole.

Determination of a flight trajectory and its realization are
assigned to the control system. The motion of a craft's center
of mass and its motion relative to the center of mass can be
considered separately in a number of cases.

Everywhere in the book we will mean by the term control only
control of the motion of the center of mass.



The trajectory of motion and the control law can be found

only given the condition that at some time instant coordinates and

velocity components are known, which in turn are determined based

on measurements of the parameters of the actual motion. Thus,
some subsystem performing functions only of data acquisition and

processing belongs to the control system. This subsystem is called

the navigation or guidance system. The result of its functioning
is a control law or control functions which describe changes in

control forces as a function of time. The second part of this

system -- the control system proper -- performs the function of

implementing the control law developed by the navigation system.

Processes of determining the control law and its implementa-

tion need not necessarily follow directly one after the other.

They can be separated by long intervals of time, as for example,

in the case of the programmed control.

The equipment for data acquisition and processing and the /9
equipment specifically implementing the control law can also be

installed on different objects separated by great distances, for

example, several missile command--instrumentation complexes. In

a number of cases, especially when correcting a trajectory and in

the homing process, the acquisition and processing of data and im-

plementation of the control law occur nearly simultaneously. Data

acquisition and processing can be implemented directly on board the

craft or only on the ground, with subsequent transmission of

commands to the control system of the flight craft. Depending on

which approach is used, an autonomous or command system type, or

some combination thereof are differentiated. An autonomous sys-

tem presupposes, in addition, the absence of any active sources

of radiation outside the flight craft. In these systems the

same computer can be used in both data processing and in imple-

menting the control law.

Command systems, in addition to data acquisition and proces-

sing equipment, include devices for encoding and for transmitting

the control law of data reception and decoding. The first two

groups of devices are located on the ground, and the second two --

on the flight craft.

Navigation systems are also characterized by the physical

nature of the carrier signal conveying information on the actual

motion of the object. Depending on this classification, navigation

systems can be of the radar, optical, infrared, and inertial types.

Moreover, systems can be divided into passive, active, and semi-

active. The latter use the energy of active irradiation of exter-
nal sources.

The advantage of command systems compared with autonomous
systems is that in several complexes, for example, in missiles of
all types, they permit multiple use of equipment. Their disadvan-
tage is the limitation of the zones within which parameters of

2



motion and command transmission can be measured, which can de-
teriorate the effectiveness of mission performance by flight
craft, limited carrying capacity of communication Ccontrol) chan-
nels, their poor antijamming capability, and also the worsening
of the precision of measurements at great distances of the flight
craft from the instrumentation complex.

Fig. 1.1. Onboard computer
From operator block diagram:

S 1 -- Data input devices
2 -- Data output devices

S 73 -- Control devices
i 2 -Z 4 -- Memory

045 -- Arithmetic device

Autonomous systems in /10
several cases require com-
plicated onboard equipment
with high reliability, which
adds to the weight of the
flight craft and occasions

special difficulties when the systems are used in long-range craft.

Differing degrees of automatization of navigation and control
systems are possible, that is, different degrees of participation
by man (operator) in data acquisition and processing and imple-
mentation of the control law. The current trend of introducing
onboard computers does not preclude the duplication of their indi-
vidual elements by man (Fig. 1.1) and, in particular, assigning
him certain hard-to-algorithmize tasks (for example, those asso-
ciated with image recognition, with decision-making, or with con-
trol of data acquisition and processing). In these processes human
activity can be rationally combined with the functioning of semi-
automatic devices.

To simplify the control of a flight craft, the control law can
be found with allowance for certain supplementary conditions im-
posed on the trajectory. Several guidance methods are differen-
tiated in relation to the kinds of conditions involved (Fig. 1.2) /11
[8, 48, 66].

When guidance by the pursuit method is used, the velocity
vector of the flight craft must be continuously aimed at the tar-
get. In these cases the relative range r from the flight craft
(interceptor) to the target and the angle between the
target velocity vector Vt and tAe relative range vector2 /12

3



r VV"

2 ef
b)

0 c) rizon . 2

e) rhorizon

Fig. 1.2. Methods of flight craft guidance:
1 and 2 -- For passing collision and head-on

collision courses respectively:
a -- Along pursuit curve
b -- Constant-bearing approach with non-maneuver-

able target
c -- Proportional approach
d -- Matching-curve approach with fixed guidance

point:
Ai, Bi, C = positions of target, interceptor,
and guidance point (fixed) at different time
instants

e -- Beam-riding:
1 -- Of = 450 2 -- Of = 300 3-- of = 150
[66]
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are related by the following function:

( + cos ) A
r==c(+ (1.1)

(sin qFt)±( ,

where ro (sin to).(A+l1

(1 + cos gto)±"

here k = Vf/Vt (Vf is the interceptor velocity, and the index

"O" corresponds to values of the function at the initial instant
of approach).

The time of approach t is determined from the expression

- r (cos q, =  k) ro (cos x;Dp - k)
kVf- Vt (1.2)

The upper sign in expression (1.2) is taken for head-on
collision courses, and the lower -- for passing collision courses.

By the constant-bearing approach method, the vector of the
relative position of the interceptor-target (line AB in Fig. 1.2,
B) must be shifted parallel to itself, that is, the condition
$f = 0. The condition for the time balance ensuring simultaneous

striking of the interceptor and target at the point of impact "0"
gives rise to the bearing angle of the interceptor velocity vector

Vf, calculated in the form

sin = sin (t
f 

(1.3)

Condition (1.3) is preserved even when the target velocity
continuously changes. In this case all the quantities r = n(t)
Vt = Vt(t), Vf Vf(t), = f=f(t) are functions of time, and

guidance of each instant is exercised at the instantaneous impact
point.

The guidance parameters are found from the following ratios: /13
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S= arccos 1/ -sin2 q;

r=ro+ Vtcost-Vf 1T sinn t; (1.4)

tf= ro(Vf cos - Vtcos f)-.

In the proportional approach method (proportional naviga-
tion), the following condition must be met:

Of() = cFf(t), (1.5)

where f is the bearing angle of the flight craft velocity vector;

and c is the constant in the proportional approach method.

This method is more general than the two preceeding ones.
When c = 1 and with the appropriate selection of initial value of
angle fo,' the condition of the pursuit method will be satisfied,

and when c-- , we approach the condition of constant-bearing ap-
proach f = 0.

The matching-curve approach or the matching method (beam-
riding guidance method) presupposes that the flight craft, guid-
ance point, and the target are continuously on the same straight
line. This condition is observed if the equality

Tt(t) = (t)

is satisfied for any laws of motion of target, interceptor, and
guidance point.

If the heading u, of the interceptor velocity vector is deter-
mined by the expressi n where

Vf

pf and pt are the distances from the guidance point to the inter-

ceptor and target, respectively, then clearly at the beginning of
a guidance when Pf<<Pt, the trajectory of motion is close to the

pursuit curve, and at the end of guidance, when pf=Pt, it is close

to the trajectory of the constant-bearing approach.

6



The so-called angular method, in which the function /14

Aq(+)= t( )- ( fC (1.8)

varies according to a given law can also be considered; it
generalizes guidance by the method of constant-bearing approach
and matching-curve technique.

8 -- Fig. 1.3. Values of normal
6 g-loads as a function of

guidance method, flight time,
4 vor range of flight craft [66]:

2 A -- For guidance by the pro-
2 3- 1 portional approach method

4 0 = 600, k = 2;

' 10 A 10 10' meters ?rhl -- For r = 260; 2 -- for n =
, 130; 3 -- for r = 30; 4 -- for

6 / -- k-5; o-45* / n = 00
S--kI5; -rs B -- For beam-riding guidance,

S/ H t = 9.15 km, M = 1-4 and for

2 2 two k and t0 values; for com-

S- 35 . parison, the change in nH for
B 2guidance by the pursuit method

is indicated here with a dot-
Zh = rhorizon 7 dashed line, Ht = 9.15 km, 0t0

= 14.40, and k 4

An important parameter characterizing the guidance method is
acceleration jH acting on the flight craft normally to its tra-

jectory (or its required g-load, nH = jH/g), Fig. 1.3, a-c [6] and

determined by the derivative $f:

in = I Vf .fl I
(1.9)

The function f is found by using the following expressions: /15
for the pursuit curve

Vt (sin qt)±( -2'

c (1 +cos (t) (1.10)

7



for constant-bearing approach

Of ==; (1.11)

for matching-curve approach

0 2Vt sin2qt [i +rcott -- Hz _r' 2 (1.12)
f H sin'ct t

for proportional approach

2(IJ kc s,)

0 t= (ksin ,,-sin 0o r k-*- X
ro r0o

Xexp 2k(, - sinr, sin
kXexp (1.13)

The upper signs in equation (1.10) are taken when approach is
made along head-on collision courses,and the lower for approaches
along passing collision .courses. Here the appropriate expression
for c is substituted according to formula (1.1). The normal ac-
celeration or g-load for motion along the pursuit curve should
have increased indefinitely at the instant of impact with the
target (cf. Fig. 1.3, e). Actually, being finite, these quanti-
ties preserve their maximum possible value until the interceptor
again switches to the pursuit method.

As is clear from expression (1.11), the angular velocity
0 or the g-load jh for constant -bearing approach are
equal to zero for the case of an attack on a nonmaneuvering tar-
get, which is an appreciable advantage of the method. When the
target does maneuver at constant velocity, the g-load of the inter-
ceptor does not exceed the g-load of the target (excluding instru-
mental errors in the homing equipment and target fluctuations).

Equations describing motion in constant-bearing approaches /16admit of a solution in a closed form only for the value of the
constant c = 2 in the method (cf. relationship (1.5)). In fact
expression (1.3) is formulated for this case. Though accelera-
tion in this case, as well as for motion along the pursuit curve,
can attain high values, the reduction in the g-load during the
hop to the target by the constant-bearing approach method renders

8



this method quite promising for homing systems or for command
guidance of aircraft and missiles.

When two flight craft make a constant-bearing approach to an
active, maneuvering target, a supplementary force ensuring reali-
zation of the approach method must also be imposed, reaching a
considerable value for large initial ranges. This renders the use
of the above-described guidance methods of flight craft at very
large distances irrational.

However, they do find wide use in the guidance of aircraft
and missiles of different types.

1.2. Control Systems of Aircraft-Missile Complexes

The aircraft-missile complex combines two flight craft:
missile-carrying aircraft and air-to-air or air-to-surface mis-
siles. Systems for guidance and control of aircraft and missile
complexes will be divided structurally into two subsystems: long-
range guidance bringing the aircraft to a range of up to several
tens of kilometers from the flight target; short-range guidance
or homing, with which the aircraft autonomously approaches'a tar-
get, correcting the errors of long-range guidance by information
on its relative position obtained by onboard instruments. Air-
craft-missile complexes include a third subsystem -- the subsys-
tem of guidance of the rocket to its target.

Long-range guidance systems with varying degrees of auto-
mation can be semiautonomous, command, op-combination types.

Semiautonomous systems use ground-based localizer beacons,
whose signals together with readings of onboard instruments give /17the pilot the information needed to realize a specific trajectory.

Semiautonomous aircraft systems with varying degrees of auto-
mation are shown schematically in Fig. 1.4, a and b [303.

In the system of blind or all-weather landing (Fig. 1.4, c),
the pilot acts on the control devices guided by information he re-
ceived from the ground and visually, and also by the readings of
director instruments. Control devices also receive signals arriv-
ing automatically from the computer. Essentially this system can
serve as an example of an automatic system in which control is
corrected manually.

Aircraft systems of autonomous navigation are constructed
mainly on the basis of inertial sensors (accelerometers). Advan-
tages of the systems include the concealment of their operation
(they do not betray themselves by any external radiations), anti-
jamming capability, and rapid output of data regardless of meteoro-
logical conditions, relief of the terrain over which the aircraft

9



P 3Jdeflbmbre

A fpudopb' C 6 o0oe ebuxeque Fig. 1. 4. Semiautonomous /18
SOaircraft control systems:

aEoi , a -- Manual control by in-

Z- struments: = radio beacon

(radio station) heading angle;
S_ L = range to radio beacon;

z(e) is the cross track error
from given course

E odObOe u A is the difference between

SE nodonboe du M. the given and instantaneous
course;

SB a is the angle of attack

Z. i is the sideslip angle
Sis the bank angle

D ~ is the pitch angle
D is the deviation from the

-1 a) B Lgiven trajectory at height
-emvuN CanoPoem H

prom%:sntU npuL' Sai' ael and 6ru are the

deflection angles of the
eb7) ailerons, elevators, and

I as rudder
BBcb -- the director heading

based on a single channel
SNare the controlling para-

H :4 meters (angles of pitch,
cu bearing, bank, and so on)

N are the assigned para-

meters in the computer (the
same as those for control)

6 is the deflection angle of the director instrument pointer

6 is the control surface deflection angle

c -- manual and director controls;

1 -- indicators; 2 -- pilot's visual information; 3 -- ground-

data acquisition devices; 4 -- information transmitted from the

ground
KEY: A -- Separable instruments F -- Director instrument

B -- Pilot G -- Sensor

C -- Side motion H -- Computer

D -- Aircraft I -- Control system

E -- Longitudinal motion

10



is flying, and factors determining the time required to acquire
incoming information.

The main drawback of inertial systems is the presence of
errors linearly accumulating and varying with the Schuler period,
which leads to the necessity of correcting them by feeding in-
formation from the Doppler velocity sensors, or correcting the
positions of the axes of the accelerometers using radar or star
trackers.

Various hyperbolic (Loran, Decca, and Gee) or circular (Shor-
an) systems are long-range semiautonomous navigation systems.
Essentially, the operation of a difference-range finder hyperbolic
system (Loran)consists in measurement onboard the aircraft of the
difference At of the time of arrival of pulsed signals beamed
by two ground stations proportional to the difference AR of the
distances from the aircraft to the two adjoining stations

AR = cAt (1.14)

(c is the radio wave propagation velocity in a homogeneous atmos-
phere) and remaining constant for movement along a hyperbola at
whose foci these stations are located. To each value of this dif- /19
ference corresponds one of a set of confocal hyperbolas. The in-
tersection of two hyperbolas belonging to different families deter-
mines the location of the aircraft relative to the ground stations,
whose coordinates must be known well.

Two families of hyperbolas are realized by means of three
stations, one of which is the master (radiating signals), and the
two others are the slave stations, retransmitting the signals of
the master station; here each pair of stations beams signals of
different duration in the pair's carrier frequency.

When continuous modulated signals are beamed, the hyperbolic
system can be constructed on the principle of measuring the phase
difference (the Decca system). The quantity AR, in this case equal
to the difference of the distances from the aircraft to the ground
stations, is determined in terms of the phase differenceAi in the
form

2n , (1.15)

where X0 is the working wavelength.

Hyperbolic systems can also be used for automatic navigation
of aircraft and missiles.

11



They are characterized by great range (the Omega system,
which differs from the Loran system by the lower working frequency,
provides a range of more than 10,000 km) with a precision of air-
craft position de ermination of from 0.9 percent of the distance
at the angle + 30 (relative to the normal to the base line of the
two stations) to 1.8 percent of the distance at the angle + 600
and nearly unlimited carrying capacity. However, errors in tra-
jectory determination with increase in range become too great and
the system itself is subjected to interference.

To acquire the third coordinate, information of a radio
altimeter or other altitude meter is fed into the navigation sys-
tem.

A global system of ultra long-range navigation can be also
constructed in several ways based on artificial earth satellites.

First method. The Doppler frequency of a signal emitted by
a satellite is measured on an aircraft or other moving object.
The minimum distance between the aircraft and the navigation
satellite is determined by the transit time of the Doppler fre- /20
quency past zero and by the shape of the Doppler curve. Radio
signals emitted by the navigation artificial earth satellite

AE.7 contain information on its orbit (ephemerides), which is
continually updated from transmitting ground stations from in-
strumentation complexes. Data on the absolute satellite position
and on the relative position of the airplane at some instant of
time and velocity permit its flight trajectory to be determined.

Advantages of this system of navigation (Fig. 1.5, a and b)
are not only its global coverage (with the appropriate number
and arrangement of AES), high potential accuracy, and independence
of meteorological conditions, but also the absence of communica-
tions with the ground.

Navigation using special Transit type satellites can provide

an accuracy of aircraft position determination to several hundreds
of meters.

The second method 15027 is based on measuring the relative
range two or three satellites and can be realized both in a
version similar to the Loran system (satellites with specific
discretization emit coded signals), as well as in a version in
which the satellites are used as active two-way relay stations
on the lines: aircraft-AES and AES-ground station. When two AES
are used, additional radio altimeter data is required; measure-
ment relative to three satellites gives all the needed informa-
tions.

The third method is based on measuring the aircraft-AES
heading relative to some fixed axis. In this case the satellite
has two mutually perpendicular directional antennas, whose
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A B

3 2 3 Fig. 1.5. AES-aided naviga-
tion block diagram:

2 4 a -- entire complex: A --
.I Lground equipmentJ- _L

L!LJ L12 FL i B -- equipment located on the
airplane

a) b) 1i , 12 and 13 -- navigation

at time instants tl, t2, and

t 3 (t I < t 2 e t 3

2 -- AES tracking station
3 -- coordination-computer center
4 -- station transmitting orbital parameters for the AES
5 -- aircraft receiver
6 -- computer
b -- onboard aircraft equipment:
1 -- receiver of AES signals (1..1 -- Doppler frequency)
2 -- orbital data block
3 -- time signal receiver
4 -- time transducer
5 -- computer
6 -- indicators of aircraft position data

position is stabilized in space (the Westinghouse project /5027),
or which on rotating at a certain velocity form a fan-shaped
radiation pattern (the Philco-Ford project). In the latter case
not only must the time instant and angle at which the aircraft
transits the directional radio beam be known, but also the ephe-
merides of the satellite, its orientation, and its angular velo-
city.

All these methods presuppose a system including several AES
arranged in specific orbits, a ground complex for the determina-
tion of their trajectory and the transmission of required data
to them, onboard equipment on the aircraft, consisting of receiv-
ers acquiring AES data, and sometimes even interrogator-stations
and an onboard computer. The onboard aircraft system also needs
a high-precision time transducer: time signals, however, can be
transmitted to it from the AES.

When building integrated navigation systems (Fig. 1.6, a
_/7), various combinations of two or several different data

sources are possible. This complexity of the system imposes
increased requirements on the computer used not only in solving
navigation problems, but also for cohtrol. For example, the
MH-97 automatic integrated system built by Minneapolis-Honeywell,
designed for installation on jet fighters, provides by means of
three principal systems the stabilization of the magnetic heading,

13



altitude, and indicated speed; aircraft control in interception and

attack; stabilization of the aircraft with respect to the three

axes; and warning of the pilot on ejection in dangerous flight
regimes.

In control executed during interception and attack, the pilot
must establish one of four operating regimes: maintenance of

altitude, maintenance of the M number, turn to the right or left, /23
and automatic piloting (holding to a given flight regime).

/22

2 6 9 10 11 1 2 a

7 5

a) )
S2 3

2534

1 aircraf26t

27 35 36

b)

Fig. 1.6. Block diagrams of aircraft navigation and
control systems:

a -- integrated navigation system:
1 -- aircraft
2 -- autopilot
3 -- Doppler sensors
4 -- altitude and velocity sensors
5 -- data output instruments
6 -- compass system
7 -- computer
8 -- fuel indicators
9 -- inertial system
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Fig. 1.6. Block diagrams of aircraft navigation and
control systems:

COontinuation 7
10 -- automatic astrosextant
11 -- automatic landing system
12 -- sight
13 -- radio sensors
b -- AN/ASQ-61 DJANE system:
1 -- sensor
2 -- computer
3 -- indicator
4 -- temperature sensor
5 -- static pressure sensor
6 -- stellar navigator
7 -- compass
8 -- inertial platform
9 -- vertical gyro
10 -- radio altimeter
11 -- angle-of-attack sensor
12 -- slip-angle sensor
13 -- search radar
14 -- tracking radar
15 -- Doppler radar
16 -- fuel consumption meter
17 -- engine sensor
18 -- signaling
19 -- air data system computer
20 -- central computer
21 -- flight control subsystem
22 -- data output device
23 -- analog data scanning generator
24 -- search radar scanning generator
25 -- terrain map scanning generator
26 -- navigator indicator scanning generator
27 -- console
28 -- telescopic sight
29 and 30 -- pilot's vertical and horizontal indicators
31 -- monitoring instruments
32 -- standby instruments
33 -- navigator's indicator
34 -- recorders (for test)
35 -- pilot
36 -- navigator
37 -- aircraft
c -- MA-1 system:
1 -- fire control system
2 -- radar
3 -- antennas for communication, navigation, data transmis-

sion, and blind landing
4 -- communication, navigation, and landing devices
5 -- digiter onboard computer
6 -- control and display devices
7 -- automatic flight control system 15
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In developing aircraft control systems, a trend toward the

integration of electronic and instrumental equipment based on the

onboard computer has been observed; in this case the computer can

function in the aircraft navigation or control system, and in the

guidance of guided missiles and fire control.

An example of such a system is AN/ASQ-61 DJANE (Fig. 1.6, b

T687). The pilot's role here amounts mainly to decision-making
and executing required corrective actions. The tracking radar

(AN/APQ-88) displays an image of the terrain in front of the air-

plane and may also lock onto moving targets, including guided mis-
siles launched from the ground or from the air, while the search

radar AN/APQ-98 detects moving targets, scans the terrain ahead

of the aircraft, and operates together with the obstacle-bypassing
radar. The central computer not only generates corrective signals
for the control system, but also can control the flight of air-

to-air or air-to-surface missiles. The automatic control subsystem
AN/ASW-16 is capable of realizing all aircraft maneuvers (except
for takeoff and landing), including side sighting for bombing.
An example of a system functioning in the regime of command or

autonomous guidance is the MA-1 system (Fig. 1.6, c), providing
for automatic airplane flight from the time of liftoff to level-

ing at landing. The system has an onboard radar, but can also

operate with the ground-based Sage system or the Tacan short-

range radio navigation system.

In semiautonomous guidance, the Sage or Tacan system, or

just the Tacan system alone are used. Attack on the target is
executed automatically or with the pilot's participation by the

pursuit or constant-bearing approach method.

The complexity of equipment and the presence of an onboard digital
computer make it necessary and possible to assign to the computer
the task of monitoring the status of the systems, detection and

automatic elimination of malfunctions (as, for example, is done
in the JLAAS electronic system of the U.S. Air Force, developed
for the A-7A Corsair Ling-Tempc Vought light bomber). These

systems, executing self-monitoring during flight, can communicate /Z4
malfunction data to the pilot and in the event of serious fail-
ures take measures for normal functioning.

One of the measures used in overcoming antiaircraft defenses

equipped with missiles is low-altitude flights toward a target.
The navigation system in this case is automatic or semiadtomatic
and utilizes data coming from sensors and the radar measuring
headings and range. Two types of tracking systems for terrain
relief are known. In the first of these the azimuthal radar scans
in the horizontal plane and feeds information on the distance to
the nearest objects at the given altitude in relation to azimuth;
the maneuver is executed mainly in the horizontal plane. In this

way it is difficult to provide for a very low flight altitude.
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In the second case the radar beam is directed in the hori-
zontal plane along the heading and scans the vertical plane.This method makes it possible to guide the aircraft at a lower
altitude. A measure of simplification of the system consists in
equipping the onboard radar with a nonscanning antenna generating
signals about an obstacle in front of the aircraft.

Control of air-to-surface and air-to-air missiles is con-structed on one of five guidance schemes: command semiautomatic,
command automatic, beam-riding, homing, and combination (for the
initial section with inertial or command system, and with homing
for the final section).

The simplest semiautomatic system of command guidance, which-- it is true -- has a limited range, is the optical system,
providing sighting of ground point targets and missile flare. An
increase in the range (for example, to 80 kl for the Condor mis-
sile) is achieved by using a television system. In the opinion
of foreign specialists, the general disadvantage of all theseoptical and television guidance systems is their dependence onconditions of visibility, and the possibility of camouflaging
targets by enemy smokescreens.

When missiles are controlled by radar, the task of using the
same radar for actions both against air as well as ground targets /25
is imposed.

Here there arises a difficulty associated with an increase
not only in the irradiation frequency, but also in the beam width,
which is due to the need to scan the greatest possible portion ofthe sky for a high probability of air target detection. But a
narrow beam must be used in the system for air-to-surface missiles
to recognize the target in the midst of local objects producing
screen interference. A broad variation in the radar's working fre-
quency with changes in the nature of its operation is used to
solve this problem.

In the guidance systems of air-to-air and air-to-surface
missiles the same integrating system is used as in navigation
systems on aircraft. In particular, when the guidance radar ofmissiles is used, the Doppler system based on nonattenuated waves,
with higher resolving power but not providing rapid information
on range, can be combined with a pulsed radar system.

Laser missile control systems are even more precise than
Doppler systems (theoretically, by one order of magnitude). The
physical nature of the laser beam permits it to be produced
without using antennas, which avoids radar blanketing effect,
especially for flat angles. Foreign specialists cite as one of
the drawbacks of laser systems the impossibility of their func-
tioning in an occluded atmosphere, in rain and fog.
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Air-to-air rocket homing systems, as shown by the analysis

given in Z377, are equipped with semiactive radar or passive
heat-seeking heads. The functioning of the former does not

depend on meteorological conditions and the time of the day; they

are suitable for all-angle and all-weather attacks. The second,

in addition to the covertness of operation, exhibit high precision

for small mass and are the best for firing from the rear hemi-

sphere.

The sensitivity of radar systems to jamming adversely affects

also the effectiveness of radio fuses installed in missiles.

Therefore, a remote controlled fuse receiving a command signal

from the aircraft radar is used in foreign missiles. Selection /26

of the guidance (or homing) method is reflected in missile design

(its strength and mass), and the type and design of its onboard

equipment. Since these problems are common to all guided missiles,

they are considered in the following section.

1.3. Control Systems of Antiaircraft Missile Complexes

Antiaircraft missile complexes are intended to strike the

enemy's flight craft (airplanes and missiles) from ground fire

positions or ships. The guidance systems are of the automatic or

semiautomatic type with very limited operator participation. The

most widespread guidance systems for foreign antiaircraft guided

missiles (AGM) or surface-to-air missiles (SAM) are the command

(beam-riding guidance) or semiautonomous systems.

A feature of command guidance systems is the fact that the

h miss (the minimum distance in the leg of a missile near a

target) is portional to the range L. A greater miss distance

leads to an increase in the size of the warhead. Therefore

command guidance systems are used only for antiaircraft missiles

of relatively short range; they can be used for guidance of no

more than one missile at the same time. The advantage of these

systems is the simplicity of the onboard equipment. Of course,

this is achieved by increasing complexity of the ground system,

which, however, can be used again and again.

In automatic command systems using the lead point guidance

method (Fig. 1.7, a), tracking radars provide information on the

elevation angle, azimuth angle, and slant range ( 0, x, LH).

Tracking of a missile is made easier if a transponder is installed

onboard the missile, sending coded radio pulses to the guidance

station.

The data acquisition equipment in the control system using

the matching-curve method (Fig. 1.7, b) includes only onboard

coordinators 4, 667. The onboard system o' the missile, posi-

tioned along the antenna axis, does not develop signals and,

thereby, control commands until the antennas located at the ends

of the missile fin assembly receive signals of equal intensity. /27
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Since the magnitude of the control force must be proportional
to the linear deviation from the trajectory, the onboard system
must contain elements determining the range to the guidance sta-
tion.

A version based on this principle of a semiautomatic system
is possible in which the operator, by moving the command instru-
ment knob, tries to align the missile marker with the target
marker on his indicator. In the layout (Fig. 1.7, b), the computer
solves in advance the problem of the proper alignment of the
launching installation by aiming the missile along the shortest
distance to the radar antenna coverage zone.

fr n h- Ueb cud
I D

. 6 2 r--- L---

a) VSu K
K N

b)

Fig. 1.7. Block diagrams of automatic and semi-
automatic surface-to-air missiles using command

guidance:
a -- automatic command guidance system
b -- semiautomatic command guidance system
1 -- target detection radar
2 -- target tracking radar
3 -- computer
4 -- master beam radar transmitter
5 -- master beam radar receiver
6 -- antenna
KEY: A -- Encoder

B -- Receiver
C -- Decoder
D -- Transponder
E -- Autopilot
F -- Missile
G -- Target
H -- Missile
I -- Control drive for elevation angle
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Fig. 1.7. Block diagrams of automatic and semi-

automatic surface-to-air missiles using 
command

guidance:

fpont inuat ion
J -- Control drive for azimuth angle

K -- Error signal
L -- Amplifier
M -- Elevation angle phase discriminator

N -- Azimuth angle phase discriminator

Analytic functions describing guidance by the matching-curve

method show that it is marked by a large trajectory 
curvature, and,

therefore, large g-loads that increase guidance errors. This, in

turn, leads to a reduction in the system's 
effectiveness. The

large trajectory curvature leads 
to the necessity of having large

aerodynamic lift surfaces, which adds to the 
missile's weight.

As can be seen from the functions (1-9) - (1.13) and the /28

curves in Fig. 1.13, other guidance methods are characterized by

smaller g-loads. Their implementation, however, requires measure-

ments of range and the solution during the guidance process 
of

fairly complicated equations. All this reduces anti-jamming capa-

bility and leads to an increase in the level of noise and 
fluctu-

ation errors. The time for movement along curved trajectories in

the matching-curve method is longer than for guidance by 
the lead

point method. However, as noted by foreign specialists, this 
ad-

vantage of the latter method disappears when guidance toward 
a

nonmaneuvering target is involved. As one of the advantages of

the matching-curve method, they note also the possibility of

guidance of several SAM with a single master 
radio beam.

Foreign designers, as a rule, use the proportional approach

method in the homing systems of antiaircraft guided missiles

/GIG7, building the systems on the basis of passive or semiactive

coordinators ("lighting" of the target is done with ground radar).

They believe that semiactive systems with long range capability

along with relatively small weight of onboard equipment 
are best.

In large-radius missile complexes they use homing systems in 
the

direct approach to the target after the long-range guidance stage.

1.4. Ballistic Missile Control Systems

Ballistic missiles are designed to strike ground targets at

considerable distances from the launch site. Due to the increas-

ing weight of payloads, recently -- according to the data in

/T3 7, booster stages of ballistic missiles have begun to be re-

placed by more powerful launch-vehicle stages (cf. Section 2.8).

Carrying out these tasks imposes high requirements on the accuracy

of missile motion along a trajectory.
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Fig. 1.8 /Z47 shows the allowable errors of inertial guidance
systems of ballistic missiles (BM); also included in this figurefor sake of comparison are analogous curves characterizing the
control systems of space craft (SC) of various types (SC properand their control systems are examined in Chapter Five). Fromthe figure it is clear that curve 4 of BM accuracy lies in the
region characterizing the accuracy of SC launching for inter-
planetary flights (curves 5 and 6). /29

Azp A Fig. 1.8. Requirements on the
0 , accuracy of determination of

velocity vector as a function of
mission of ballistic missile or
space craft /7_7:
1 -- V-2 rocket

S2 2 -- Artificial earth satellite
3 -- Space craft for lunar flight

Si 4 -- Present-day long-range ballistic
missile

I 5 -- Space craft for Mars flightS6 -- Space craft for circumlunar
-11 i ; flight

KEY: A -- degrees
B -- m/sec

- Russian decimal number usage,Qo 0  commas are equivalent to decimal points
Adv~. B in American practice_7

Over the long free phase of a SC flight there is the possi-
bility of refining and correcting the trajectory by using data
from ground or onboard facilities. This is impossible with theBM L13~7 in view of the absence of ground stations along routes,
the inacceptability of using active onboard devices that would
decamouflage the missile, and also due to the complexity of
building reliable astronavigational autonomous systems permittingthe solution of the navigation problem with high accuracy over
a relatively short trajectory phase. All this leads to the use
of autonomous and high-precision inertial navigation systems for
ballistic missiles. Such is the case, for example, with the iner- /30
tial navigation system of the Titan II ballistic missile, or --
with ths addition of one more stage -- the Titan IIIC launch-
vehicle .

In the view of its developers, the integrated control systemof the Titan missile L27, besides high accuracy of target impact,must provide the following:
a3 short prelaunch preparation period;

reduction in the size of ground equipment (compared with
the Atlas missile system);
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c invulnerability to jamming;
d possibility of simultaneous launch of several missiles;

e high reliability (automatic detection of malfunctions and

their semiautomatic elimination);
f) minimum [sic] simplicity of replacing and repairing equipment

with the minimum number of maintenance personnel; and

g) the possibility of silo launch of missiles.

The main control stages of a ballistic missile are as fol-

lows: flight during the powered phase, stage separation, and
stabilization during the transition to the ballistic flight phase.

Control of the motion of the mass center and missile orientation

are executed during the powered flight phase, and control only

by orientation -- during the ballistic flight 
phase.

A simplified block diagram of the integrated system of the

Titan IIIC launch-vehicle is shown in Fig. 1.9 a L627.

Initial orientation of the gyrostabilized platform and its

fixation to the absolute terrestrial coordinate system is carried

out with platform-mounted pendulums and an optical device for

azimuthal orientation.

The onboard integrated control system can operate with auto-

matic self-monitoring and in addition it is linked to the ground

station in such a way that the duty operator can monitor it and

control it at a distance (Fig. 1.9 b /T77).

Fig. 1.10 a /27 presents as an example the block-diagram of
the control system for the pitch channel during the powered flight /31

phase of the Titan IIIC missile, based on ordinary operational

amplifiers. The presence of six different flight programs made

it necessary to readily adapt the system to changes in the gain
factor of the missile itself. To solve this problem, the system
is divided into two interchangeable parts. The powered section

is standard for all flights, but the passive section depends on

the flight program.

A combination of first-order filters is used in the control

system for missile stabilization. In all except the zero stage,
thrust is controlled by deflection of engines mounted in gimbal

suspensions. The engine thrust vector in the zero stage is

changed by using injector valve control.

The control system for the powered trajectory section has

eight variants for changing the gain factor during flight, 
which

is done by switching in resistors in the amplifier input by com-

mand of navigation signals (cf. Fig. 1.10 a). Dynamic compensa-

tion is achieved by switching in passive RC-filters in the feed-

back circuit and in the amplifier input.
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Fig. 1.10 b presents one of the control channels for the
orientation of the missile warhead during the free flight phase.
The control regime is set up in relation to the rate of orienta-
tion change. The regime of fixed and variable pulses is used at
high velocities; only the fixed-pulse circuit operates at lowvelocities. The fixed-pulse section stabilizing the head is
shaped by twoflip-flop pairs,providing two triggering levels ineach direction. The variable-pulse circuit includes lead signal-
shaping amplifiers, followed by two identical flip-flops.The out-
put of the shaping device depends on the orientation error andon its rate change.

The accuracy of the Titan III missile control system can becharacterized, for example, by the results of a December 1964
launch of an AES §artificial earth satellite into orbit withapogee and perigee of 189 and 182 km, respectively, as against
a planned circular orbit altitude of 185 km. The time of revolu-tion (88.2 minutes) differed from the planned value by only 0.04minutes.

The inertial system of the Saturn IC launch vehicle is
another example. It can solve navigation problems autonomouslybased on information acquired from the gyroinertial block and
the rate gyroscope, but also receive correcting radio commands
from a ground command-instrumentation complex (Fig. 1.11 a

The functional diagram of the onboard navigation system ofthe Saturn V missile, constructed in accordance with an iterative
navigation algorithm /70, 1307, is shown in Fig. 1.11 a 747.The ST-124-M three-axes gyro platform, whose stabilization isachieved with two-degree-of-freedom gyros with air suspension,
is one of the sources of information for the navigation system
and an element in the orientation control system (Fig. 1.11 c
2 7). It has unlimited rolling angles relative to the pitchand bank axes and a rolling angle of + 600 C about the yawing
axis (relative to the launch positionT. Trends are executed
in the sequence of change of the pitch, yaw, and bank angle readoff from the stabilized platform.

Readings of the sensors of the gimbal suspension turn
angles (measured with two-scale sensors) and the readings of
nine (three for each axis) integrating floated gyro accelero-meters serve as information sources for the navigation andorientation s -tem, just as for similar systems of the Titanmissile.

Information is processed by the onboard computer, conver-
ters, and onboard data processing installation.

The onboard computer output consists of control commands
for orientation and trajectory change, and also commands for
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Fig. 1.9. Inertial navigation systems of the
Titan IIIC missile:

a -- block diagram:
1 -- coolant 8 -- azimuth error signal
2 -- velocity 9 -- onboard computer data
3 -- angular coordinates input
4 -- commands 10 -- readout of onboard com-
5 -- monitoring signals puter data
6 -- initial orientation 11 -- discrete commands

(erection) signals 12 -- angular deviations from
7 -- optical beam ogram

13 and 14 -- signals from launch
check stand
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Fig. 1.9. Inertial navigation systems of the
Titan IIIC missile Zcontinuedg:

b -- data block diagram:
1 -- accelerometer readings
2 -- angles of gimbal-ring deviations
3 -- monitoring signals
4 -- control signals
5 -- gyro-stabilized platform erection signals
6 -- functioning sequence check
7 -- onboard computer monitoring signals
8 -- check of assigned values of controllable parameters
9 -- monitoring variables for accelerometer checks

10 -- monitoring variables for gyroscope checks
11 -- standard target parameters
12 -- control commands
13 -- discrete signals
KEY: A -- onboard the launch vehicle

B -- pressure and temperature regulator
C -- inertial instrumentation
D -- onboard computer
E -- other onboard systems
F -- ground facilities
G -- optical device for azimuthal orientation
H -- group of ground instruments for initial orienta-

tion and check
I -- launch check stand
J -- navigation information
K -- from launch site equipment
L -- inertial instrumentation
M -- onboard computer
N -- navigation system monitoring equipment
0 -- data link
P -- navigation system monitoring console
Q -- telemetric monitoring display console
R -- monitoring center
S -- matching of inertial instrumentation block

commands
T -- pulse-code modulation
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9 2 10

4 7

b)

Fig. 1.10. Block diagram of individual flight

control systems of the Titan IIIC missile for the

powered and free flight phases:

a -- pitch stabilization system for powered phase:

1 -- inertial guidance system
2 -- amplifier with variable gain factor

3 -- velocity amplifier
4 -- servodrive amplifier

5 -- third-stage drive
6 -- first-stage rate gyro

7 -- summator
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Fig. 1.10. Block diagram of individual flight
control systems of the Titan IIIC missile for the

powered and free flight phases
Zfont inuedg:

8 -- second-stage drive
9 -- first-stage rate gyro
10 -- first-stage drive
11 -- accelerometer
12 -- filter
13 -- thrust vector amplifier
14 -- to output of zero-stage solid fuel engine
15 -- converter
16 -- to ground monitoring system
b -- control system for orientation during free flight

phase:
1 -- inertial guiding system
2 -- first level discriminator
3 -- operation amplifier
4 -- level discriminator
5 -- multiplexer of engine orientation control system
6 -- drive winding
7 -- controlling engines
8 --block shaping first single-action (long) pulse
9 -- second level discriminator
10 -- block shaping second single-action (short) pulse

1 5

4 7

L 4 _ K 5

a) b)

8 115 U

c)

Fig. 1.11. Block diagram and functional diagrams
of inertial navigation system of Saturn type mis-

siles
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Fig. 1.11. Block diagram and functional diagrams
of inertial navigation system of Saturn type mis-

siles
pont inued7:

a -- block diagram of Saturn LC missile system:
1 -- radio correction commands from ground
2 -- fore-and-aft accelerometer
3 -- data converter
4 -- onboard computer
5 -- accelerometer
6 -- gyrostabilized platform
7 -- rate gyro
8 -- analog computer
9, 10 & 11 -- power drives of first, second, and third stage

engines
12 -- commands from various onboard systems
b -- functional diagram of navigational system of Saturn V

missile:
1 -- initial velocity
2 -- initial coordinates
3 -- integrating accelerometer
4 -- computation of gravitational acceleration g(r)
5 -- computation of intermediate functions of algorithm for

solving navigational problem
6 -- computation of orientation command
7 -- navigational computations
8 -- gyrostabilized platform turn angles
9 -- cutoff of vernier engine and trajectory control
10 -- firing of vernier engine and trajectory control
11 -- orientation commands
12 -- required orientation angles
13 -- other signals arriving at the orientation control sys-

tem
c -- control system for Saturn V missile orientation:
1 -- gyrostabilized platform
2 -- articulated platform suspension
3 -- integrating accelerometers
4 -- platform turn angles
5 -- accelerometer readings
6 -- computations of navigation and orientation command
7 -- orientation command
8 -- computation of control command
9 -- rate gyro with fixed axes
10 -- fore-and-aft accelerometer (only in the Saturn IB)
11 -- engine control command
12 -- trajectory-changing engines
13 -- orientation-changing engines
14 -- missile dynamics
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stage separation and telemetric data on the functioning of the
system and the parameters of the trajectory being executed.

The computer of the control system shapes the commands for
the power drives of the swiveling sustainer engines in each of
the three stages and controls the firing of six auxiliary engines
secured on the third S-4B stage. An operational memory
(Fig. 1.12) serves to acquire data which for certain reasons
cannot be transmitted at a given instant to the earth. A safety
device, with which each missile stage is equipped, provides a
command for cutoff of engines in the event of hazard arising
during flight (for example, rupture of fuel tanks).

The importance of the Saturn V launch vehicle control sys-
tem for the life of astronauts and the successive realization
of the flight program of the Apollo spacecraft and the complexity
of its functioning require several measures to increase reliabi- /36
lity. In designing this problem was deemed to be more important
than the need to reduce the weight, required power, and even
part of the cost.

Fig. 1.12. General block
A 7 111z diagram of the control
CeKu It I system of the Saturn V

B .ox.oac -- missile
4= 1 -- A system for determin-C D 13 ~ing emergency situa-

npu6cpbEd 9 tion
4 omc t 2 -- Decisions adopted on

emergency return
E 3 -- Control system accele-

TpembR rometer
S-2 cmy7eHb 1 4 - - Rate gyro

--4s8 -5 -- Firing of fixed
F 1 = auxiliary engines

rei-aq 6 -- Power drive of swiveled
c ,- I - sustainer enginesS-2 EL , - ):SI61 ____- -- Control commands

S1 a P_ -- Analog computer of7-yHb6 - control system
S9 -- Onboard digital com-

[ F-1 puter
10 -- Gyrostabilized plat-

form
11 -- Orientation of con-

trol commands
12 -- Signals arriving at the orientation of control system
13 -- Converter
14 -- Multiplexer
15 -- Operational memory
16 -- Safety device
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Fig. 1.12. General block diagram of the control system
of the Saturn V missile

/Uontinued7

17 -- Command link receiver
18 -- Transponder operating in the C-range

19 -- Transponder operating in the S-range
20 -- Radio range beacon transponder
21 -- Digital data acquisition system (DDAS)
22 -- Calibrated telemetric system (RACS ZFadio acquisition

control system7)
23 -- Telemetric data
24 -- Measurement data

25 -- Doppler transponder (ODOP /~ffset Doppler7)
26 -- Firing and cutoff of power plant
KEY: A -- Spacecraft section

B -- Spacecraft
C -- Instrumentation compartment
D -- Instrumentation compartment
E -- S-B third stage
F -- S-2 second stage
G -- S-1C first stage

Standby provision of various elements and subsystems in the

navigation and control systems of the Saturn V missile 
was con-

structed in accordance with the principle of obtaining maximum /37

rational advantage -- use of the simplest elements, absence 
of

appreciable complication of systems, and other 
significant losses.

If ur is the unreliability factor, the expected number of failures

of various elements or subsystems per million flights (with the

condition of a successful launch), and us is the same index for

a wholly nonstandby system (a standby system is absent), the

attained reliability characteristics of the control system 
are

specified by the following values L7:

ur = 10,775, us = 56,959, us/ur = 5.3.

B Fig. 1.13. Block diagram of

" gem the integrated control sys-
TM e f mu tem of Minuteman I and Min-
SD uteman II

I ; KEY: A -- Onboard computer
MOa !77 B -- Control of thrust

E factor
Pewc ee C -- Missile dynamics

b' c ,- oc ' D -- Angular accelero-

o cmad.l Tu-,P " /6m- = meter
bmissile stage7 E -- Computer and

, misslesstabilized plat-
form
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Let us examine the integrated control systems of the Minute-
man I or Minuteman II missiles; they are identical and differ only
by the degree of reliability and by weight of equipment (Fig. 1.13
L027). The system controls the thrust vector and the third-stage
engine cutoff instant, sends commands for stage separation and
firing of the next engine, activates missile defense countermea-
sures at the required time, orients the missile nose cone as to
pitch, and fires retro engines for separation of the instrumenta-
tion compartment.

The controlling moments in the Minuteman I and Minuteman II
are Eroduced in different ways, which can be seen from Table 1.1

TABLE 1.1 /38

Missile Chan- Method of Method of pro-
type nel :~tage .btaining duciig coitrol

angular rate monent

ccel eration tatio ofMinute- OI 6c IIceerat Rotation ofManu te- T measurement neman I engine
Attitude nozzles

S I signal
dfferentia-

Rotation of
Minute- Acceleration
man II measurement engne nozzles

Freon injection
in posteritical
nozzle section

111 Attitude Rotation of

signal engine nozzles

differentia- Nozzle control
tion with hot-gas

I- valves

The nozzle swiveling rates during control exceed 20 deg/sec,
which is due to the demands of stability in the powered flight
phase for assigned amplitude and phase stability margins calcu-
lated both for a solid and an elastic body, with allowance for the
constraints imposed by the design. These rates are also dictatedby the requirements of rapid response of stabilization loops in
existing perturbations due to gas currents in the silo, wind, andtechnological errors.
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The gyrostabilized platform with displacements with re-

spect to the pitch angle 0 , yaw angle 4 , and roll angle ( of

+900, +200, and +700, respectively, is a source of information;
two free spherical gyroscopes on gas-dynamic suspensions (helium)
sense one variable -- change of angle 4 , and another free gyro-
scope senses the change of the angles 0 and 4 . Selection of

gyroscopes of this type, without mechanical contact with stator,
is dictated by the possibility of long-term use without wear and

unbalancing. The mean-square component of drift is hundredths of /39

a degree per hour for gyroscopes of this type. When systematic
errors are compensated for, this error value is wholly acceptable.

Gyroscopic angular rate sensors require considerable stabili-
zation in the launch position and measure up poorly to the demands
of combat readiness and high reliability L02o. Therefore, model

16PJGA integrating floated gyroscopic accelerometers are used on
the Minuteman BM. They sense only values of the quantities A3
and A .

A block of six (four in the first models) of two-axis level
indicators mounted on the platform serves for its horizontal erec-
tion prior to launch and for orientation in the calibration of the
accelerometers. A sight window, also on the platform, serves to
restrain the platform in the azimuthal plane in the launch posi-
tion.

A general-purpose onboard computer, processing data, solving
navigational problems, the problem of angular stabilization, is
used as a second-order filter in the main control loop, determines

(in Minuteman II) the amount of consumed freon injected into the
second-stage engine, and is used for regulating the gain factor
of the angular accelerometer. The onboard computer determines
the difference between the measured variables A and A4 and the

derivatives obtained by differentiation of the measured values of

the corresponding angles. The calculated difference is used to

compensate for attitude errors, which in turn are the differences
between attitudes of the missile produced by command and the in-

stantaneous attitudes. This method of compensating systematic
errors in accelerometers and gyroscopes permitted a large reduc-

tion in the scatter of missile impact points (circular probable
error of about 0.8 km for Minuteman II Z027).

Use of a fast-response onboard computer allowed it to be as-
signed both all logic and computation operations, avoiding auxi-

liary onboard computation or logic devices, and auxiliary opera-
tions performed in the laUnch position, which lowered the number
of cables running from onboard the missile to the launch gantry /I
to 46 . The computer performs by way of the auxiliary operations
in the launch position the monitoring of the status of various
systems and a periodic check of the performance characteristics
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of various elements and participates in exchanging information
between the missile and the launch facility and in control of
the missile launch process /1707.

In the prelaunch period, elements of the onboard control sys-
tems of the missile function in the same loop with the ground com-
plex elements. To shorten the prelaunch preparation period to
32 seconds (the programmed pitch rotation of the missile begins
3 seconds after the startup of the navigation and control system;
prelaunch preparation time is about 2 minutes for the Titan), the
principle of the continuous operation of the missile gyrostabi-
lizer is employed, which in turn requires not only the cooling of
the operating assemblies, but also measures to increase their re-
liability. This is achieved by several steps, the chief one
of which is a specially developed program for upgrading manufac-
turing quality and methods of monitoring elements and assemblies.
Twenty American companies were chosen to build the elements of
these systems by the indicators of the highest reliability of the
equipment they produce; nonetheless, the failure rate of the equip-
ment ordered had to be lowered by more than a hundred times O 02'.

Aiming of the Minuteman BM is carried out just as described
above, using an autocollimator installed in the silo on circular
rails, which is oriented with respect to the North Star or to geo-
detic reference points.

The control and monitoring block (Fig. 1.14) controls the
aiming process, as well as all the remaining processes of .bringing
the missile up to combat readiness and scheduled maintenance and
monitoring checks. It also controls the process of storing in the
onboard computer memory required information, which is fed at first
by means of a special punched metal tape into the block of readout
devices.

The operating regimes of the launch position are set by the
signal conversion block. The control console supervises the func- /4
tioning of the launch position equipment and the onboard navigation
system while the missile is in the launch position (cf. Fig. 1.14).

One of the lightest and most compact BM navigation systems is
the autonomous inertial system of the Polaris missile (cf. j8_7).
It consists of a gyro inertial block and a computer. The former,
in turn, is subdivided into a gyro-platform block and an electronic
block containing a servoamplifier. The MK-2 gyro-platform incor-
porating accelerometers is erected at the beginning of the flight
in the plane of the local horizon and maintains this orientation
throughout the flight. Three 25-JRJG modified beryllium gyro-
scopes with spherical rotor and magnetic suspension, two 1GPJRA /42
integrating accelerometers (these accelerometers and gyroscopes
are the same as those in the navigation and control systems of
the Apollo space craft), and a 16PJGA gyro-accelerometer are
mounted on the platform.
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Fig. 1.14. Block diagram
of the interaction of the
integrated control system
of the Minuteman missile

ny fn DI Pm with. ground facilities

A /T -- Control signals
2 -- Indicator signals

S- 3 -- Alarm signals
SG -, 4 -- Radio link commands

2C,x-- 5 -- Cable commands
I uMnPLoC z 6 -- Radio commands

K - 7 -- "Danger" command
I 8 -- Ground monitoring

I I pa6o- 9 -- Monitoring

e cm8,- 9 10 -- Power supply block

S2 L- --- H commands
- 11 -- Commands "Alarm",

S' "Malfunction", etc.
12 -- Onboard power

supply
13 -- Collimator power

supply
14 -- Monitoring of fre-

quency generator
15 -- Fuse arming
16 -- Memory output
17 -- Collimator signal
18 -- Combat readiness

switch
19 -- Monitoring commands
20 -- Launch
21 -- Commands

KEY: A -- Launch facility
B -- Launch position M -- Power supply block
C -- Protection system N -- Collimator
D -- Missile 0 -- Combat readiness
E -- D-37C onboard computer switch

gyrostabilizer P -- Ground launch instal-
F -- Nose cone lations
G -- Data processing
H -- Ground electronic equip-

ment
I -- Signal converter
J -- Controlling actions
K -- Current sources and

conditioners
L -- Stabilization system
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The onboard computer of the Polaris A-i and Polaris A-2 was
built with semiconductor multifunctional integrated circuits..

One feature of the Polaris BM's navigational system is its
mating and functioning in the prelaunch period together with ship-
board equipment.

The navigational system acquires needed information during
the prelaunch period from the missile launch control system. In
addition, data on the geographical location of the launch, north-
ward bearing, linear and angular ship velocities, and local ver-
tical are fed to it from the ship's navigational system.

The fire control system, equipped with its own computer and
data storage devices, performs six tasks:

a) computes the ballistic trajectory ensuring impact on the
given target with given initial conditions;

b).assigns values of the variable parameters of the inte-
grating accelerometer;

c) transmits values of the trajectory coefficients and the
terminal velocity to the onboard computer;

d) provides for the erection of the platform with respect to
the local horizon by introducing into accelerometer readings a
correction allowing for ship motion;

e) calculates the required values for the erection of the
platform with allowance for data of optico-electronic devices and
precise northward heading; and

f) continuously checks the missile onboard systems and its
equipment, reflecting the degree of their readiness.

During the powered flight phase the program of pitch change
is implemented by the stabilization system in the operation of the
first stage, and by the inertial navigation system and the stabili-
zation system in the operation of the second stage. The actuating
devices in the latest version of the Polaris A-3 are the main solid-
fuel jet engines, which have swivel nozzles in the first stage and
a system of freon injection into the postcritical nozzle section
-- in the second stage.

FOOTNOTES
1This complex can also include antimissile defense control systems
Z'14, 116, 217.
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FOOTNOTES /Zoncluded7

2This angle is commonly taken as the target heading. The angle
between the target heading and the velocity vector n is called
the lead angle.

3The Gemini space craft were launched into orbit with Titan IIIC
launch-vehicles.

4They number in the several hundreds for the Titan and Atlas mis-
siles. This added to the weight of the Minuteman missile onboard
computer by only 10 percent /O2i7.

36



CHAPTER TWO /43
FLIGHT CRAFT AND THEIR MAIN CHARACTERISTICS

Modern flight craft can be divided into four main classes,
depending on their function: aircraft, helicopters, missiles, and
spacecraft. Each of these classes in turn is divided into several
subclasses.

Each of these flight craft subclasses can be divided into
different types by function.

A classification of flight craft by function (without aiming
at completeness) is given in Table 2.1.

It must be noted that the same flight craft, depending on the
equipment, use of auxiliary fuel tanks, and so on,-can be located
in different places within the classificatory table not only by
the type of flight craft, but also by its subclass.

The F-110 Phantom fighter built by McDonnell since 1960 was
produced as an interceptor-fighter for the U.S. Air Force, and
then since 1961, after several modifications, this plane began to
make an appearance in weapon systems as a deck-launched fighter-
interceptor of the U.S. Navy (F-4B). With the replacement of
equipment on the F-110 and the mounting of auxiliary fuel tanks,
this same airplane is used in the United States as a reconnais-
sance craft (RF-4C for the Air Force or RF-4B for the Navy). With
guided and ordinary bombs, and napalm cannisters, the F-11O is
used as an attack craft (F-4E).

The Atlas missile in its three-stage version was adopted in
the U.S. arsenal as a long-range ballistic missile, and after
addition of a fourth stage was used as a launch vehicle for space-
craft.

These examples show the difficulty of an exact classification
of current flight craft.

2.1. Tactical-Flight Characteristics of Fighter-Interceptors

Fighter-interceptors are one of the main elements in anti-
aircraft defense and are intended for the interception and strik-
ing of air targets in the defense of objects or a country's terri-
tory. Fighter-interceptors are used to accompany bombers or in
performing air patrol. Still other cases of their combat use are
possible, which are discussed in the works 13, 155, 171, 1727.
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TABLE 2.1 CLASSIFICATION OF FLIGHT CRAFT

Fighter- intiaircraft
interceptors

Frontline

Deck-launched

Maltimission fighters

Bombers Tactical
Deck-launched

Aircraft Strategic

Antisubmarine

Reconnaissance

Flight Transport Passenger
craft

Cargo

Landing

Air-to-air

Antiaircraft
Surface-to- defense

air
ntimissile

Missiles defense
defense

Defense of
land forces

Air-to-surfac Air-to-ground

Air-to-water

Launch vehicles

Tactical
Ballistic

Strategic

Artificial Navigation
earth

Flight Space satellites Communications

craft flight
craft Gcodetic

Meteorological

Air-space Transport
craft Ifunction

National-economic
function

Space craft
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The significant level of advances in aerodynamics and major
successes in building aircraft engines and new high-strength mate-
rials make it possible to attain high tactical-flight characteris-
tics of fighter-interceptors. By reducing the relative thickness /46
of wing profile to 3.5-5 percent and using boundary layer control,
their drag is reduced. By using adjustable inlet diffusors and
ejector engine nozzles, appreciable increase in after-burner thrust
is attained, engine and equipment weight is reduced, and specific
fuel consumption is lowered. As a result, fighter velocity and
flight altitude have been increased; longitudinal g-loads, rate of
climb, and flight duration have risen; and the kilometer fuel con-
sumption per ton of aircraft weight has been reduced.

A'mar - - / A

S 1-0 r-110 A4A-29. -B-22B AB

0 roht,. 0 rOabi

01 86B P - . I - 6

B -- years

CK -- k/kg e k o rce g

D -- kg/kg orce/. hr
39
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In order to increase the range of interception, development
has begun in building fighters with vertical liftoff, which is
provided by special turbojet engines (P-1127 Kestrel in the United
Kingdom and Mirage IIIA in France).

The advantage of these fighter-interceptors is the possibility
of their takeoff from small landing fields or with a short takeoff /47
run, leading to an increase in the range of high-speed interception.
Another technique facilitating aircraft takeoff and landing is the
use of variable-geometry wings.

Technical data on fighter-interceptors are given in Table 2.2
Z_3, 28, 128, 130, 131, 135, 137, 155, 157, 160, 167, 171, 172,
174, 193, 2037. Generalized performance indicators -- maximum lift-
drag ratio Kmax , ratio of afterburner thrust of engines to their

dry weight Paf/Gen, and specific fuel consumption with afterburner

Ce  are shown with extrapolation to 1980 in Fig 2.1. These

indicators can be calculated using the following formulas /T5, 27,
32, 8g7: Knax = YA I

Kmax - AC
or (2.1)

eeff f

Kma- 2

where Xeff is the effective wing aspect ratio (Fig 2.2) Z35, 637.

0 -f Fig. 2.2. Graph for the
S_ determination of effective

20. g, wing aspect ratio as a
Si function of geometrical

4-. aspect ratio and sweep
,I - angles

0 2 4 6 6 10 7 2
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TABLE 2.2 TECHNICAL CHARACTERISTICS OF FIGHTER-INTERCEPTORS

Airplane type F-86D SAAB-29B F-106 F-110 F-3 F-lllB YF-12A

Name Sabre Delta Pantom ightning - A-l

Gen-- Country U.S. weden U.S. U.S. I UK U.S. U.S.
eral Tnitial pro- 1919 1950 1957 1960 1960 1967 Exper-
data duction I mental

Number of One One One Two Two Two Two
engines J-47-GE-17 RM-2B J-75-R-17 J-79-CE-15 RB-146 TF-30-P-1 JT-11D-20B

Crew One One One Two One Two Two

Armament cannons 4canTrr 4 Falcon 4 Sparrow[ 2 Red Top 4 Phoenix 8 Falcon
14 UG 16 UG mimissilesissiles missiles Imisiless miasiles

Wing area, S, 26.7 24 64.8 49.2 44 64 - 57 147*

Geome- Wingspan, 1,m 11.3 11.0 11.7 11,7 11 21,3 16.8
trical Aspect ratio 4.71 53.05 2.1 2.82 2,74 6.80 1.86

dimen- - x - 2.05

sions Sweep angle, X 35 25 60 45 56 Variable 60
in deg. 15 -725

SG = unguided missileJ

/In Russian decimal number usage, commas are equivalent to decimal points in
American practice.

4r
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TABLE 2.2 TECHNICAL CHARACTERISTICS OF FIGHTER-INTERCEPTORS

Airplane type F-86D SAAB-29 1 F-106 F-110 F-3 -111B -12A

Relative 10.0 10.0 4.0 5.1 5.0 4.0 3.6

thickness ,%

ormal takeo 8.1 15 13.6 20.8 16.7 29.5 61.7

;eig ht, GtI

Maxn takeoff 9.i 7.7 ( o.0 24.8 19.0 31.0 72.0**

weightG max
Itons

Weight t. f empty 4.5 9.0 13.4 12 180 310

data plane w/eng' s

Gem p tons7 .3. 28 I 7 23.0
eight of fu 2.75 2.0 4.2 6.5 3.8 7.
G, tons

7eight of fue 0.71 2.0 .26 2.20 -
in aux. tanks2 2.20
fu' tons I _

Weight of ar 0.90 0.50 0.43 .02 .87 2.2 3.2

fen_ Garm I I
ons 1 3.5
eig - en 5 1. I 2.7 3.3 3.4 3.4
Yines,Genton

* In the reconnaissance version (SR-71), the wing area has been increased by
26 percent T30, 137, 17 .

** It has been reported that the maximum takeoff weight afithe YF-12A airplane
is 77 tons ZT37, 1617.

*** The armament weight includes the following: mounted missiles and certain
equipment (pylons, connectors, and bundles). Here the weight of the radar
station, sites, and onboard computer (required for missile launch and guid-
ance) are not included.



TABLE 2.2 TECHNICAL CHARACTERISTICS OF FIGHTER-INTERCEPTORS

Air lane tye F-86D ISAA -z I  F-106 I F-110 I F-3 F-111B I YF-12A

Weight Gfuto 0,34 0.31 0.31 0.31 0.23 0.35 0.37data I
Lift-dag 6.6 6.9 5.7* 4.13 .1.25 5.75 6.25
ratio,Ktnax, for for

Main at M = 2.0 M=0.9 M-0.9

compa- 
-

rative Engine per- 1.9 1.8 3.5 4.7 4.25 5.75 6.25
formance,P /G

perfor at as
mance Specific fuel 1.35 1.35 1.1 1.05 1.25 0.9 0.95

indi- consumption,C e ,

cators -/o afterburner
1 = 11 km.M = O
Specific fue= 1 2.4 2.4 1.96 1.92 2.05 1,75 1. 85

2ossumpt2on w/ll
afterburner,H=11

kmin, M= 2

Specific w g 320 270 210 420 380 515 420
loading, G,
kg/m2

Gar0, o 0.100 0.060 0.032 0.049 0.052 0.075 0.052

* The high value Kmax = 5.7 for the F-106 airplane is due to the internal

location (in the wings) of four Falcon missiles.



As we can see, for values of #from 35 to 550 and X > 7.5, /51
Xeff increases only slightly. Therefore usually X < 3 in modern -

fighters. Cx  is the drag factor of the craft when C = 0. In
x Y

modern fighters 0.018 5 C x  0.027 when M = 2.0; Cx values can be
O

calculated by the formula X537:

128 1 Y1 1l p
Cx (Cx)fr ya I/L X (2.2)

[k+ A2 - 1 ( \1}L
AP 1 2

X [kvor+ kwav C.

Here (Cx )fr is the friction drag factor;

k is the Siyers-Hayek constant;

1/L is the relative aspect ratio of the airplane;
r = V/F3/2 is the volumetric parameter (V is the aircraft

parameter and F is the wing area);
A is the coefficient that allows for the effect

of induced drag:

1  M-1 ( (2.3)
A I/ L k vo+ kway ' (22.-3)
a 1/L 2 L

where p = F/lL is the relative aircraft parameter (F is the wing
area including the underfuselage section; 1 is the wingspan; and
L is the aircraft length); kvor is the vortex drag factor, depen-

dent on the pattern of lift distribution across the wingspan; and

kwave is the wave drag factor, dependent on the lift distribution

across the wingspan and chord.

From Fig 2.1 it is clear that modern fighter-interceptors
have significant potentials for a further increase in technical
and tactical-flight characteristics. Fig 2.3 and Table 2.3 give
the main tactical-flight characteristics, with their predic-
tion to 1980: maximum level flight velocity Vmax, static ceiling

Hst, longitudinal g-load nx, vertical velocity Vy, climb time tH,
turning radius rtu, and complete turn time ttu, and actual range

Lr. All these characteristics are determined, as a rule, for

aircraft with the basic version ofmissile-cannon armament. There- /52
fore in several cases these data may differ somewhat from manufac-
turing data.
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In determining maximum level flight velocities, publishedmanufacturing data were used L126-130, 137, 155, 157, 160, 167,171, 172, 174, 177; they were calculated by the formula

( 1 O1 5 
(/ .Paf

Vm ax V (Cx,+AC2)S' (2.4)

where A is the relative air density;
Paf is the static thrust with complete afterburner;
Cy is the left coefficient; and
S is the wing area.

The Cx values were calculated with allowance for the effect

of the mounting devices and the air-to-air guided missiles.

In the opinion of foreign specialists, in the next ten yearsone can scarcely anticipate a slowdown in the growth rates ofmaximum velocity for standard antiaircraft defense fighter-inter-
ceptors1 .

The nx value characterizing aircraft response and its vertical
velocity are calculated by the formulas

f I 0.7pM2C.,S AG ), (2.5)
G G 0.7pM '

where p is the atmospheric pressure for the given flight altitude;
G is the aircraft weight with allowance for fuel consumption, and

Vy = nxV. (2.6)

To determine the static ceiling, the atmospheric pressure atthe ceiling altitude was found as follows:

G 1 P 2
e = 0.7.1Ie S A 0.7pS.11\e -c, (2.)

where Mce is the M number for the aircraft ceiling; /56
P11 is the thrust of engines at the altitude H = 11,000 m; and
P11 is the atmospheric pressure at H = 11,000 m.

The climb time to the altitude H was determined by graphicallycalculating the integral
H

tH = dH/Vy, (2.8)
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TABLE 2.3 MAIN TACTICAL-FLIGHT CHARACTERISTICS /54
OF FIGHTER- INTERCEPTORS

Airplane t3pe PF-86D SAAB-2913 P-106 F-110 F-3 F-IIIB YF-12A

Maximum flight IIt 1100 1050 2460 2400 2400 2650 3300
velocities, I

MVax H=11 KM 1060 1010 2400 2300 2350 2600 3200

in km H=0* 960 960 1360 1400 1350 1470 1480

Ceiling Static 13600 13500 18500 18000 19100 20000 22500

Longitudinal H=11 KM - - 0.14 0.24 0.26 0.46 0.55
g-load M=2 I

H=-17 KM - - 0.030 0.035 0.06 0.14 0,19
M=2

Vertical velocity I=11 KM 82 140 155 270 360
M-= 2

11=17KM - - 17 21 35 82 125
V , m/sec M= 2

Climb to alt., H = 11 Km 10.2 11.0 5.7 5.2 3.6 3.8 .I /5.5

tH1 in minutes

Time of right H=11 KM 0.43 0.5 1.0 1.1 0.9 1.2 2.1turn, , in
minutes

H= 17 xM - - 3.6 4.35 3.3 4.5 8.7

Radius of full

turn, r, in I-1 K 4.0 4.5 11 12 10 19 28
t u

minutes t
I

II:-- 17 ~KM - - 38 50 37 65 100

Actual I

flight I/" 11 KM 2500 3000 1600 4300*0 4000
range M =0.9

* The maximum flight velocities of the fighter-interceptors
near the ground are presented for the versions without
external armament mountings.

** Based on other data, 4500 km Z137, 1717.46
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and rtu and ttu were calculated using the expressions

tu-- u itu
g }ny - g 1'ny 2 - 1

where

pV tFus P+ P
2 CY

n, Cu,

a

The actual range Lf with allowance for a 7 percent remaining

fuel reserve is found by the formula

L= Ll +.Lg+La + 23G g a (2.10)= + Lg +a + " G ,

where Lcl is the distance flown by the aircraft in making the climb;
Lg I is the distance covered in gliding;

Lla is the distance covered in landing;

Ga is the weight of the aircraft after climbing to the given
altitude;

Gfi is the final weight of the aircraft with a 7 percent fuel
reserve;

Cq is the kilometer fuel consumption,
GC

Cq = -- (2.11)

G is the mean weight of aircraft;
a is the speed of sound in km/hr; and
K is the lift-drag ratio of the aircraft.

As we can see from Fig. 2.3 plotted from following data, the
long range values for modern fighters, attained in particular by
using variable-geometry wings, insures -- with high values for the
remaining tactical-flight characteristics -- the interception of
high-speed targets at considerable distances from the airfield
itself in the frontal and rear hemispheres.
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C -
A Po OP" Fig. 2.4. Functions ofLTWAM J= 0  ,r
n5o , -25 -n- range, takeoff run, andS25 c wefght of mounted arma-
.... }5 9 /. o,25 ment for fighter-inter-

... - }=o,,7 I ceptors with short take-
100ooc 1o off run or vertical

05 takeoff:
E 1B; o Pli/G = ratio of thrust

0 10 ao0  J0GC .770 20 G TCO of lift engines to air-
craft weight

DE -. .. Pno KEY: A -- L f
200 C B B -- PlI/G
2000 t 025

0 F C -- G , tons150 arm

00 - -, D -- Lto.r
500 I- . 070 A E -- Ga, tons

C. oo 100 150 LIU 1y F -- Ga = 10 tons

G -- Ga = 20 tons

H -- Ga = 30 tons

Fig. 2.4. shows the change in characteristics (actual range,
weight of installed armament Garm, and takeoff run) of vertical

takeoff aircraft (Pli/Ga / 0) compared with ordinary aircraft

(P l/Ga = O) /T41, 146, 148, 154, 17g.

As we can see, when P1/Ga = 0.7 and the aircraft weight Ga

20 tons, the range will be 1200 km for armament weight Garm =

0.6 ton and Lto = 0 m. When the thrust-to-weight ratio of the /58
lift engines is reduced to Pli/Ga = 0.25, we have L = 1600 kin,

Garm = 1.2 tons, and Lto = 2000 m. As lift engines are improved,

their specific thrust will be increased and the tactical-technical
characteristics will be upgraded.

2.2. Tactical-Flight Characteristics of Multimission Fighters

Multimission fighters are one of the most widespread types of
aircraft in the air forces of foreign countries. The possibility
of mounting a large number of ground target armament devices
(air-to-surface missiles, guided or ordinary bombs of various sizes,
incendiary cannisters, unguided missiles, cannon pods, and so on)
has led to the use of the aircraft in penetrating antiaircraft /5__
defenses at the front line or for penetration beyond the front line
and attacking of ground targets (tanks, armored troop carriers on
the move, missile launch positions, infantry subdivisions, and so
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TABLE 2.4 TECHNICAL CHARACTERISTICS

0 OF MULTIMISSION FIGHTERS

Airplane type F-IOOC 1Hawker -10G Mirage SB -A
[7MK6 FIiA, J-33D

Star- M
NameSuper Hawker fighter Miage Draken

Sabre I III

Ccuntry U.S. UK U.S. France Sweden U.S.

eneral 19 194 1957 1958 193
charac- Initial produc- 1957 1958 1963

teris- tion

tics Numnber of engines! One 1 Avon One One One Two
J -57-P-21 ) RA-28 J-79GE- 1 Atar -c RM-6C TF-30-P3

Crew One One One One One Two

4 cannon 4 cannon 1 cannor 2 cannor 2 cannon 1 cannon
Armament 20mm,45 3G.m,74 20 mm, 30 mm, 30 mm, 6 missles

UG,bombs UG,bombs 2 Bullpu 125 UG, 4 miss- bombs
incendi- 1incendi missiles, Matra, iles,
ary ary bombs bombs bombs
tanks tanks

Geome- Wing area, S, m~ 35.8 j32.4 18.2 34 50 64-57
trical

dimen- Wingspan, 1, m 11.6 10.26 6.7 8.2 9.4 19.2--9.75
sion s u u i 8.2i 9.

G = unguided missiei.7
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TABLE 2.4 TECHNICAL CHARACTERISTICS
OF MULTIMISSION FIGHTERS

fZont inuat ion7

FMk6 Mirage SAAB
Airplane type -100C awker F-104G IVIiAD F-111A

Aspect ratio, X 3,76 3.26 2.44 2.0 1.77 5.7
Geometri- I 1.7

cal dimen- Sweepback angle, X , in 45 0 60 80-57 (ariable
degrees 16-72.5

sions Relative thickness, C, 7 3.4 3.5-4.5 5 4in _

Normal takeoff weight, 13.1 8.1 9.5 8.7 9,2 32.0Weight Gto, in tons
Maximum takeoff weight, 16.8 10.75 12.8 11.0 12.6 33.0Gto max, in tons

Weight of empty craft 5.9 6.1 6.5 6.3 7.6 17.5w/eng's, Gemp, in tons

Weight of fuel,Gfu, tons 3.9 1.9 '2.7 2.1 2.1 14.5
Weight of fuel in aux. 18 1.55 2.1 2.1 1.7 2.5tanics, Gaux fu, in tons

Weight of armament, Garm, 1.5 1.0 1.4 2 0'* 1.5 9,o*0

* Armament weight includes the following: bombs, air-to-surface missiles, and
cannons with normal ammunition reserve.

** There are reports that the weight of the aircraft armament is as high as 3 tons.
*** This figure applies to maximum takeoff weight of bombing armament with

external mounting and a 540 wing sweep angle. At maximum wing sweep angle,
the weight of the bombing armament is 4.5 tons.
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TABLE 2.4 TECHNICAL CHARACTERISTICS
OF MULTIMISSION FIGHTERS

c onc lus ion7

F-100C Hawker r-1040 Mirage SAAB
Airplane type I-0 I:MK6 I1IA J-35 D

Weight Weight of engines, Gen, 1.8 - 3.2 2.6 3. 3.3

data in tons

Gfu/Gto Gf/Gt0. 0.21 0.28 0.21 0.23 0. 5

Main corn- Lift-drag ratio, Kmax, at 6.1 5.9 8.0 8.7 9.2 13.5

parative M = 0.9

perfor- Engine performance indi-
mance ca or, af/Gen - 5.4 5.5 - 6.4

indica- Specific fuel consumption

tors Ce w/o afterburner, at 1.48 1.46 1.15 1.15 1.05 0.98

H = O, M = 0.9

Specific fuel consumption
w/full afterburner, 2.5 2.43 2.2 2.1 2.1 1.73

H = O, M = 0.9

G/Secific win loading, 370 250 520 250 185 550

Garm/lto 0.11 0.!2 0.15 0.23 0.18 0.26

ON



TABLE 2.5 MAIN TACTICAL-FLIGHT CHARACTERISTICS
OF MULTIMISSION FIGHTERS

F-100C Hawker F-1040 Mirage SAAB F-lilA
Airplane type F-MK6 IIIA .1-D35D

Maximum flightMaxve loc ity, V, I 1100 1160 1320 1100 1100 1470velocity, V,
km/nr

H= H,,,*n 1300 1050 2300 2100 2100 2630

Longitudinal H=-0 0.22 0.21 0.30 0.19 0.25 0.38
g-load, ax

H-11 KM - - 0.32 0.15 0.32 0.37
M == 2

Vertical velo- H- 0 80 75 82 57 80 130
city, Vy, m/sec

H=I I KM -
H=11KM - 210 100 190 280

* The maximum flight velocities of multimission fighters near the ground are given
for aircraft without external armament mountings.

LA.



TABLE 2.5 MAIN TACTICAL-FLIGHT CHARACTERISTICS
OF MULTIMISSION FIGHTERS

/onc lusion7

Hawker Mirage SAAB

Airplane type F-00C F-MK F-10 IrageA J-3AAB F-A

Climb time,tH'  HII1 K - - 5.02 6.1.1 4.40 6.25

minutes
minutes 11 16 , I  i - 5.85 8.05 5.60 9.00

Time of full turn 1 -- 0 0.12 0.58 1.1
ttu , in minutes

1111 - 1.0 1. 2.6

Radius of full II: 0 - 2.0 2.2 1.9
turn, rt, in k:n_

11= I -- - 12.5 13.2 11.8 32

Actual range, km //=0 800 750 950 600 I70 1500
PM-1 0.7 I 70 1500

/1:-' 11 M 1800** 17000 1600 1400 150 l %, s
M. :0.9 I 0

** The aircraft range of 1800 km was obviously given for wing-mounted tanks.



on). Abroad,multimission fighters are used also as bombers oper-
ating in the near-frontline area or at penetrations of 300-400 kmn.
The possibility of simultaneous mounting of armament to strike air
and ground targets allows this. kind of airplane to be used also as
a frontline fighter. In several cases multimission aircraft can
be used as barrage fighters, and so on.

20ma--

2B 1
12 6 -;6ua " i

1 B

C rl/Nc-v D

--OO ' 4
:'- -D

° 4o -*-
0 fS5 odbl

1950 )0 0070 F 0)

Fig. 2.5. Main performance indicators of
multimission fighters (symbols are the same

as those in Fig. 2.2)
KEY: A -- Paf/Gen, kg force /kgB -- Mirage III

C -- Years
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Fig. 2.6. Main tactical-flight characteristics
of multimission fighters

KEY: A -- km/hr
B -- m/sec

C -- Imaximum range
D -- Mirage IIIA
E -- Years

Recently technical and tactical-flight characteristics of
multimission fighters were markedly improved, resulting in in-
creased velocity and flight dafety near ground level and L1677 an
increase in the weight of the armament that a plane can carry.
The main technical parameters of multimission fighters are given
in Table 2.3 /54, 128, 130, 135-137, 142, 155, 157, 160, 167, 171,
173, 174, 176, 200, 21i7 and in Fig. 2.5.

In the view of foreign specialists /J47, there is the
possibility of achieving high tactical-flight characteristics /63
for aircraft of this type and great potentialities of their
combat use, which is also confirmed by the data in Table 2.4.

The main tactical-flight characteristics of multimission
fighters (attack planes) are given in Table 2.5 and in Fig. 2.6,
a and b.

These data were obtained by calculation using the formulas
(2.4) - (2.11), or else information published in the periodical
press L128, 130, 135-137, 142, 155, 156, 160, 167, 171, 172, 174,
176, 200, 2137.

The wide range of the flight regimes of the multimission
4 l _ trad it necessary to use . ile ...e.r. wings I

the opinion of foreign specialists /13f7, a further improvement
in the aerodynamics of variable-geometry wings by confining
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flow separation at a M number close to 1.0 will permit an im-
provement in the tactical-flight characteristics of airplanes
of this subclass.

The need to fly multimission fighters close to ground at
supersonic velocities leads to the selection of armament arrange-
ment schemes by which drag will be reduced to the maximum, even
though this is hampered when variable-geometry wings are used.
Therefore, in designing multimission fighters with this wing
type, compromise solutions must be found, related to the selec-
tion of geometrical ratios, location of external suspensions,
and so on with which the maximum flight velocity near the ground
is not reduced, for it is the most important characteristic of
this type of aircraft.

2.3. Tactical-Flight Characteristics of Bombers

By the earlier adopted classification, modern bombers are
divided into two types: tactical and strategic. The first type
includes aircraft with a flight weight up to 50-70 tons and
with a natural range to 4000 km; the second class includes air-
planes with a takeoff weight about 50 tons (to 250-300 tons)
and with a natural range of as much as 12,000 km and longer.
Construction of long-range ballistic missiles armed with nuclear
warheads and antiaircraft defense devices led to an appreciable /66
decrease in the size of strategic air forces in a number of
foreign countries, especially in the United States. However,
the possibility of the flight of strategic bombers over an
opponent's territory at low altitudes (about 150 m) does not
preclude the possibility of using this type of aircraft under
combat conditions.

The main technical characteristics of tactical and strategic
bombers are given in Table 2.6 and in Fig. 2.7 /28, 130, 131,
135, 136, 137, 155, 160, 171, 172, 174, 167, 2007. These air-
craft also reveal a trend for an increase in the lift-drag ratio
(Fig. 2.7, a) and in engine performance (Fig. 2.7, b and c) with
a simultaneous decrease in specific fuel consumption. Therefore
modern aircraft of this subclass can have high tactical-flight
characteristics.

A considerable rise in the lift-drag ratio of the B-70A
bomber at M = 2-3 was achieved by using wings with deflectable /67
wingtips, which increased the lift due to compression. The same
increase in flow compression was achieved by the high placement
of the wings and by locating supersonic air intakes with adjustable
geometry. In addition to these improvements, the B-70A airplane
has several other original aerodynamic solutions: a delta wing
with curvature and elevons for pitch and bank control, adjustable
two-position windshield, two vertical surfaces with tapered hinge
lines, and so on.

57



KmaC/ZC A

0a 10

16 8 B-70

2 .0
B. paB-70 B-58A A-SA

8 S8A - -2 4 -B-52

V_ V ,

g. 2.7. Main performance indic2 ators of tactica7
and strategic bombers

1960 b) 1970

1950 B -- Strategic E -- Years

Ce C -- Tactica F -- kg/kg
2.5

2.0

1B.5A0_ TSR-2
A-5A

5D -- Mirage V

Fig. 2.7. Main performance indicators of tactical
and strategic bombers
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D Mirage IVof a flight made by

% AF0 2.8. Comparative data of

S- close to M = 3, led to appreciable

relative strength of aircraft

structural materials mustas a

. H ? l function of heating temperature

SKEY A Kcertainenginecompart-

I o c temperaB turGiven temperature range

50
pe,- 41 ~ The length of a flight made by

the B-70A airplane at cruising speed,
RR-58 PH7777 close to M = 3, led to appreciable

Much of the craft's structure must
MB withstand temperature from 230 to

33000, and certain engine compart-
: Sments must be able to bear up under

.2 ~ Z temperatures up to 5400C. Prolonged
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TABLE 2.6 TECHNICAL PARAMETERS OF BOi3BERS

Tactical Strategic
Airplane type 1 Mirage I

PPMI( 7 A-5A IVA TSR-2 B-52C B-58A B-70A

ICan- Vigilant Mirage - Strato- Hustler ValkyrieName berra fortress

Country UK U.S. France UK U.S. U.S. U.S.
Initial manu 1951 1962 1964 Exper 1954 1958 xperi-

General facture imenta ental
charac- Engine type TBP TBP TBP TBP TF TBP TBPteris-
tics Number of One Two Two Two Eight Four Six

engines Avon J-79-GE-15 Atar -9<1 LB-31-22 J-57-P-19W J-79-GE-5B YJ-93-GE-3
1\'A-7

Crew Three Two Two Two Six Three T-wo
Armament Bombs, Bombs, 2 DEFA-3C om Bombs, Bombsair-to- air-to- ASM

ZASM = 4 20-air-to- cannon, surface ASM' to 32 tonssurface bombs, missiles movableair-to-sur- mm missile atra missiles movablemovable
face miss- cannon Matra 53 movable aftaft
iles7 missiles ft sec- sectiontion section

ZFBP = turboprop; TBF = turbofan7
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TABLE 2.6 TECHNICAL PARAMETERS OF BOMBERS
pzont inuat ion7

Tactical Strategic
Airplane type IPPMk 71 A-5A M i geIVA R-2 IB-52c B-58A -70A

[Wing area,S, 89.2 65 78 63.6 372 143 585

S m2

deome- ingspan,l,m 19.5 16.15 12 10.7 56.4 17.4 32

trical 4pect ratio .2 ' 2.0 1.8 I 8. 2.15 1.75

dimen- spect raiodi wen- ep ge, 14 37 60 I60 35-37 60 65.5
sions

. ,deg.

Relative 10.5 3.5 3.6 '.0 11.5 .. 0 -.0

thickness, C

ominal take- 20.4 22.4 28.6 0.8 0.4 67 250

off weight,
Gto tons

amm take- 23.0 27.0 31.6 45.4 225 73 277

Weight off weight,

charac- Gmax, tons

tics Weiht of 11.8 12.3 14.5 19.5 79 73
tics e py. craft

w/engines,

Gemp , in tons

Weight of i,2 11.0 15.2 11. 32 130
fueI,Gfu , in

tons



TABLE 2.6 TECHNICAL PARAMETERS OF BOMBERS
ont inuat ion

Tactical Strat-ic
Airplane typ i Mirage 5AB

Airpane typK 7 A-5A IVAe TSR-2 B-52C B-58A B-70A

!Weight of fue
in aux. tanks 3.9 - 19 13 136af, tonsa-f' tons

Weight of
eight armament* 3.6 4.1 3.0 - 11.3 11.3 -

charac- arm

teris- Weight of I
tics engines,G -- 3.3 3.0 14.9 6.6 14.2

tons en

Gfu/G o - 0.28 0.35 0,37 0.56 0.48 0,52

[Airplane
lift-drag - 4.8 5.3 9.7 - 5.5 10**
ratio. K M=2 M=3

max

H



TABLE 2.6 TECHNICAL PARAMETERS OF BOMBERS

o ~~ZLonclusion

Tactical Strategi
Airplane type 1V -rageiv'-~A-2 B-52 B-58A B-7

Engine ua- 2.3 4.7 4.3 - 3.6 4.3 6.9

lity,Pavy/Gen

Specific fuel
SOnsu)ption, 2.4 1.9 2.1 1.7 1.95 2.15 1.85

, w/a ter-
b rner,H=11 kn

M=2

Main -
Specific fuel 0

co rrpara- 1.5 1.0 1.2 0.9 0.82 1.2 0.8
tive consu rption,
quality Ce, w/o after-

data burner, H=Hma

Specific ,230 .350 400 610 550 470 430-470
wing loading,
G/S, kg/m 2

IGarm/Gto*** 0.18 0.19 0.1 - 0.18 0.17 -

* The nominal armament weight is given (cf Chapter Four, Section 3).
** K = 11 is given for the RS-70A 142, 1437.

max
** The coefficient Garm/Gto is given for the nominal armament weight with which

the actual range given in Table 2.7 is attainable.



exposure to these temperatures requires the use of materials that
preserve specific strength in these conditions, for which Boeing
developed new materials exhibiting low specific weight and high
specific strength at 230-330 0C. Upwards of 78 percent of the
aircraft's structural elements, by weight, are made on the basis
of laminated material with honeycomb filler of PH15-7MO stainless
steel. About 9 percent of the elements are made of the high-
strength titanium alloy Ti-6 Al-4V, and 17 percent are made of
H-11 tool steel. Fig. 2.8 gives comparative data characterizing
the relative strength of the structural materials, Ks, in percent /72
of the heating temperature Z/30, 1437. The best materials in this
range are as follows: H-ll, PH15-7MO, and Ti-6 Al-4V.

Table 2.7 Z/28, 130, 137, 155, 157, 160, 167, 171, 174, 176,
177, 2027 presents the main tactical-flight characteristics of
tactical and strategic bombers.

TABLE 2.7 MAIN TACTICAL-FLIGHT CHARACTERISTICS OF BOMBERS

Tactical Strategic

B o m b e r t y p e Q ri U I I

Maximum flight
at altitude, 1030 2250 2350 2750 1050 2180 3200
km/hr

Strategic ceil- 15200118000 16500 19000 15100 15300121500
ing (w/syspende
armament),H ,
km s

Loig' Hn =,1 F -1 0.2510.15 052 - -
g-load 2.0

nx H= 17 0 0591 0.007 0.11 - --
M=2.0 I I

Vertical velo- 30.0 15.0 50.0city,Vy, m/sec

Actual range - 2700 3000 3200 13600 430 9000

H-1 163
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Strategic bombers, just like tactical ones, exhibit high tac-
tical-flight characteristics. The maximum velocity is up to

3200 kl/hr for the B-70A (or RS-70A), and the range is up to
9000 km (Fig. 2.9).

In the opinion of U.S. military specialists, the vulnerability
of these strategic bombers when flying with a full bomb load is /73
one of the main causes for the halt to developments of this type of
aircraft. Thus, the B-70A strategic bomber was modified in 1963-
1964 to become the RF-70A strategic reconnaissance craft. Here
the flight altitude was increased by 2-2.5 km and powerful radar
countermeasures were installed on it. In the opinion of special- /74
ists at Northrop developing the RS-70A, these measures consider-
ably reduce the probability of the airplane being hit by anti-
aircraft missiles.

Fig. 2.9. Main tactical-
A M/ HcT B flight characteristics
x '.I'. of tactical and strategic

600 C bombers
5000 20 C .~KEY: A -- lkm/hr

000A-A B -- H
B- 7A ,P/ ~or7 ' E C -- Strategic

E000 -E B-L  D -- Tactical

2000 8-SCA o ."'o o* B-52 E -- Mirage IV
PP4 k7 F -- Years

000o B-52C F F G -- Lmax0o - r, max
0 1 00 !GH -- (with turbo-

1950 1960 1970 198 91 fan engines)
a) C) fan engines)
a)

,Lp KM
16000 G nx

H 0,6 -
o B-52C(c TPA) //

1200

10000 . 0,4

6 0 0 0 C Da 2A -5 A
6000 '

200 E -5A F

0 0--.- .,
1950 156) W70 i 0
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We must also note the exceptionally high costs of developing
and building strategic bombers. The cost of the experimental
B-70A was 500 million dollars (i.e., each kg of the aircraft's
weight cost 2000 dollars). It was assumed that the costs of 1 kg
of weight in a series-produced aircraft will be 800 dollars. At
the same time, the cost of 1 kg of the weight of a series-produced
U.S. tactical bomber is 120 dollars, which is about 6-7 times less
than for the strategic bomber.

2.4. Tactical-Flight Characteristics of Transport Aircraft

Advances in military transport aviation are closely linked
with developments in civil transport aviation and occur mainly
in two directions. One is characterized by building airplanes
with high carrying.capacity and high velocity and range, intended
for service in high-grade airfields. The other direction is
marked by aircraft with relatively low flight velocities and
radii, but which operates from small landing fields and field-
type airfields.

Technical parameters of transport aircraft are given in
Tables 2.8 and 2.9 /35, 36, 128, 130, 161, 166, 172, 177. The
lift-drag ratio of aircraft in the first group with subsonic
aerodynamics is Kmax = 15 for (Cx )min = 0.015 - 0.018. These

Kmax values for transonic-speed aircraft can scarcely be increased

without using streamlining laminarization; thus, by boundary layer
suction, the lift-drag ratio on the X-21 experimental craft was
increased by 1.5 times, and K = 20-22.5 (Fig. 2.10, a) wasmax
attained for the Boeing 2707 by boundary layer control and vari-
able geometry.
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Amax C - B Fig. 2.10. Main performance /75

3o0.6 C A y0npaPue.6 indicators of transport air-
no2panuqn-H' craft:
Icnoe" 1 -- for K

707 max
A2 7 2, 3, 4 -- for aircraft of

20 4 o GX*c. different weight
20 0. C- 2 KEY for Fig. 2.10 a:

C T I y-4 DC-Komop T A -- Gpa/Gto
0-.C- -"y/ pa to

BE .-141 F-28." 3 B -- With boundary layer

Ty-1044/' C-8-JO o C control

0.2/ X- Te- A C -- TU-114
10 c R,-114,rpen Emc" 4 D -- Concorde

"y-,7 C022 E GI E -- TU-104A

E o 707-320 D / 0 -2000-7B F -- TU-154
KOmop" G -- Trident IC

of H -- Years
1950 1960 1970 1930 r:S H tYears

a , KEY for Fig. 2.10 b:

P,, A Ce o,Mcm3p 20" A -- Pt/Gen
GA1 Ce C A B -- Mystere 20

12 1.2 Ty-l4104 o\HS-125 C YC -- TU-104A

707-320 7C-8-Jo D -- TU-154

o 880 -22 V E -- TU-134

8-8 CEC8F F-2s E F -- Trident IC

,TpayeHm IC" 2707 G -- Years

6 0.6 C141

4 0.4 Ty-154

2 0.2

0 0.G
1950 1953 ;j .-:

b)
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TABLE 2.8 A.'. TECHNICAL CHARACTERISTICS OF TRANSPORT /76
AIRCRAFT OF THE FIRST GROUP WITH TURBOZET ENGINES

A n ty Boeing Convair !Cnavelle Douglas
Airplane type TUI.104A 707.320 880-22 VIR DC-8.30

Function Passen- Passen- Passen- Passen- Passen-

ger ger ger ger ger

Country USSR U.S. U.S. I France U.S.

General Initial production 1956 1959 1960 1961 1960

N edata ofTWO Four Four Two. Four
Number of engines RD-3m JT4A'-9 CJ-805-3 JT8D-1 JT4A- I

Maximum seating 100 189 120 89 177

Wing area, , ] 174.4 268.7 185.8 146.7 257.6
Geome-trical Wingspan, 1, m 34.5 I43.4 36.6 34,3 43.4

data Aspect ratio, X 6.82 7,01 7.2 8.02' 725

Sweep angle, -, deg. 37 35 37 20 30
Relative thickness,C,% 13 i 12 11 i 12 1 1.5

Takeoff weight, Gt o , tons 76.00 141.52 83.69 52.00 142.88

IWt. tfsequipped plane,Ge 42.36 60.16 40.19 30.2 60.37

Weight Weight of fuel, Gfu , tons 26.5 72.38 32.66 15.2 72.15 °
data

Weight of engines,Gen, 6.39 7.60 -- 3.04 -

Maximum payload, Gpay' 9.0 18.17 12.15 9.26 18.74
tons p

Gfu to 0.35 0.51 0.39 0.29 0.5

Main Airplane lift-drag ratio, 12 17 - - 13
K

relative max
perfor- Engine perfor-
mance in- mance Pto/Gen ..
dicators Specific fuel consumption

Ce, at economical speed 1,18 1.02 0.92 0.94 0.96

Specific wing loading, 420 522 450 3555
G/S, kg/m

2  420 522 450 354

Gpay/Gto 0.119 f 0129 '0.145 0.178 0.131
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TABIE 2.8B. TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO, AND
TROOP CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP AND /78

TURBOFAN ENGINES

IDouglas Tri- ICon- Boeing L-2000-
Airplane type TU -114 DC-8F denti-C C-141 TU-154 orde 2707 7B

Passenr Pass- Milit. Pass- -Passen-Passen- Passen-
Function ger Cargo en- cargo en- ger ger ger

ger & trans ger

port

Country USSR U.S. UK U.S. USSR Urance

General Initial produc 1959 1963 1964 1965 1968 1972 1974 1974

data tion -
Number of Four Four Three Two Two Four Four _

engines JT6D-5 Snoy JT3D-5A 593B GE4-J-85

Engine type TBP ITBF TBF TBF ITBF ITBP TBP -

Maximum seat- 170 103 154 164 138 313 308
ing none

Wing area,S,m2 311.1 267.8 126.2 299.9 180.0 358.0 836.0 839.0

Wingspan,l,m 51.1 43.41 27.38 48.79 37,55 25.6 53.1-32.3 35,4

Geome-rAspect ratio,X 8.39 7.31 5.95 8.04 7. 1,82 3,34 - /7
trical Sweep angle, 33,5  30 35 25. 35 1 20-72

data . X , in deg.

Relative 12.5 11.5 - 11.5 11.0 1 2.15-2.98 2.3
thickness,C,%

Max. takeoff
Max. takeoff 179.0 142,88 52.16 143.61 84.0 161.9 306.2 -
weight, Gto,
tons

Weight of
Weight equipped plane, 95.0 58.39 30,57 59.66 43,50 65,2 130.3 98,52

Weight of fuel, 67.0 71.26 1756 68,05 33,15 84,0 166.5 -
Gf, tons
Weight of

engines, G en 12,02 - - 8.4 7,05 10.2 18.0 -
tons

Maximum pay- 22.5 422 I -_ _ 0, _, 2.7 I 0 -
I a y -A 22j5 A p. a.yZ. V
tons pay I v ' il

Gfu/Gto 0o.376 0.500 0.380 f 0.475 0394 0.522 0.,545

68 BP = Turboprop engine; TBF = Turbofan engine768



TABLE 2.8 B TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO, AND /80
TROOP-CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP AND

TURBOFAN ENGINES

Lonc lus io~7

SDuglasl Tr- TU GCon- Boeing I L-2000-
Airplane type . TU-114 DC-8-30 dentl-C C-141 -154 crde 2707 7B

Lift-drag rati 15,8 - - 18.0 15.5 13.5 - -

Main Kmax
compara-

tive Engine perfor- 495 4.1
perfor- mance,Nto/Gen; 4*95* 4.1 6.3 7,6
mance Pt/Gen, in (w/re-
indica- verser

tors kg/k
Specific fuel
consumption, 0.207** 0.785 0.77 0.72 0.76 0.70 0,70
C , at econo-
mnical speed,
kg/kg. hr

Specific wing 575 534 413 479 467 445 368 264
in km

Gpay/Gto 0.125 0.31 0.165 0.3 0.238 0.078 0,111 -

* hp/kg
** kg/hp hr
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TABLE 2.9 TECHNICAL CHARACTERISTICS OF TRANSPORT
AIRCRAFT IN THE SECOYD GROUP /81

Airplane type Mystere20 HS-125 DC-9 TU -134 F-28

Function Passenge Passenge Passenge Passenge Passenger

Country France UK U.S. 1 USSR tetherlands

Initial production I 1963 1963 1965 1967 1 1968
Two Two Two Two Two Sney-data Number of engines ST-12A-8 ASV-20 1)-30 D-20i-125 Jukker

Engine type Turbojet jTurbojet T Bypasso Turbofan Turbofan

Maximum seating 8-12 8-10 60 72 65

Wing area, S, in m2  1 37,0 1 33 1 85.9 127.3 86,0

W".ngspan, 1, in m 14.5 14.3 26.64 129.0 23,52
Geometri- Aspect ratio, X 5.65 6.17 - 6.56 -
cal dimen
sions Sweepback angle, deg. 30 20 24 35 16

Mean relative thickness, 9,25 12.5 11,6 12
C, in %[

Maximui takcoff weight, 9.25 8.6 34.9 44.0 24.5 /82
G , in tons

Weight of equipped plane, 5.2 4,4 I 20,9 270 13.8
G , in tons

Weight eQ n0_n
data Weight of fuel, Gfl,ton s / 3.0 4.0 8.5 12.2 7.8

Wt. of engines, G ,tonsl 0.66 0.72 1 2.8 3,1 2,1
Maximum payload,' ay' 0.75 0.65 8.1 7.7 6o1
tons pay,___5 0.65 8.1 7.7 6,1

_ Gfu/Gto 1 0.324 0,465 0,243 0.278 0,314

Sirplane lift-drag ratio, - - - 14,8 -

Main max
cmpara- En ine quality, P /Ge 5.75 4,9 4.6 4.4 4,3tiva- k/kg Pto en' 4.9 4.6 4.4

quality
indica- Specific consumption,C e' 1.36 1.16 0,79 0,78 0.8
tors at economical speed

GS,ink loading, 286 298 405 383 336

Gpa/Gto 0.081 0.076 0.232 0.175 0.25
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Fig. 2.11 gives the numerical values of the maximum lift-drag
ratios of passenger aircraft. As we can see, at subsonic flight
velocities the Boeing 2707 with variable-geometry wings (max =
20-22.5) has the maximum lift-drag ratio. The Kmax is much smaller,

about 12-14 for aircraft with delta wings (the Concorde and the
L-2000). In the supersonic range from M = 2.0 to M = 3.0, the
lift-drag ratio falls off to 7.5-8.5 for these craft, regardless
of the wing type Z8.27.

K2 - Fig. 2.11. M number dependence
of maximum aircraft lift-drag

20 2 ratio:
2 7 1 -- Boeing 2707
15' 2 -- Concorde

3 -- Lockheed L-2000-7B

o 5 5 o 0 J, OM

L KM Fig. 2.12. Dependence of pas-
senger airplane range on takeoff

weight and wing type:
2 1 & 2 -- turbulent and laminarized

wing streamlining
S3 -- laminarized streamlining of

wing and tail unit
0" assembly

/40 Zoo tons J Gto
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Further work on the laminarization of streamlining in the

United States and the United Kingdom with wing profiles with

C 1.5 percent with boundary layer suction point of the pos-
sibility of a marked reduction in Cx /f3 7, and thus an in-

0

creasing Kmax"

Boundary layer control for streamlining laminarization also

has an appreciable effect on the specific fuel consumption and

range of aircraft. When using the boundary layer control system,
the increase in the mass of the empty craft due to the added

weight of wing structures and the installation of air suction
devices must be taken into account. Therefore an increase in the

range of an airplane with boundary layer control is determined /8
by the formula

V'K' 1
d--.In

L " Cqfu (2.12)
Li 0 o 0 o
Lf VK I

In
c, I - rGGo

where Lh is the actual range (all values with the prime

correspond to flight with laminar streamlining, and
those without the prime -- to turbulent stream-
lining); and

Gf/Go is the increase in the aircraft's weight due to using

the boundary layer control system.

Fig. 2.12 presents the.range increases as a function of air-
craft takeoff weight for different wing types and optimal air-
craft parameters.

Engine quality is also increased by lowering its structural

weight and increasing the takeoff thrust (Fig. 2.10 b). A slight
reduction in engine weight during the period from 1958 to 1968
is associated with replacement in transport aircraft of TBF

(turbofan) engines which have a lower specific thrust, with
turbojet engines fBJj; this led to a 15 percent production in
the specific fuel consumption; a 15 decibel lowering of the
noise level; and increase in the ratio of takeoff thrust to
cruising thrust.
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In aircraft of the second group whose wings have a smaller
aspect ratio with a lift-drag ratio not exceeding 11-12, boundary
layer control devices have also begun to be used in recent years.

Small transport aircraft represent the third generation of
jet aircraft of this subclass, receiving developmental advances
only after 1963. Therefore, only turbofan engines have been
installed on them, which given the small fuel margin made it
possible to obtain long range values and good takeoff-landing
characteristics L5 7.

The basic tactical-flight characteristics of these two
groups of aircraft are given in Tables 2.10 and 2.11 and in /85
Fig. 2.13.

A G
Vmax N.lIY Lp,, N ,

5000 B.--- 00 I K

B 1 rKy
4000 - - O 4000 F r-2

C H c TP,1
2000 $ -104A 2000 2707

2 000 7-320 D -14
880-22 ,Mucmp2 -

a) C)

20000 cTB
707-320

16000 2000 fC-8 t
o c0 C T:AH

D C-8-30 t-28

4000KEY: A--n/hr -- 100 tons
C -- TU-14A ac-2
0 Ms20 K -- With turbojet engines

1950 . D 1960 1970 190 1950 1t6r 1970 I;-0

E -- TU-134
F -- Years
G -- With turboprop engines
H -- With turbofan engines
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When the manufacturers did not give range in the tactical-
flight characteristics, it was calculated by the formula

L=2440 KV lg-- (2.13)
fi

where Kfu is the coefficient allowing for fuel consumption in
takeoff, acceleration, gliding, and landing;

Gto is the takeoff weight; and

Gfi is the weight of the aircraft at the end of a flight
for range.

TABLE 2.10 A. TACTICAL-FLIGHT CHARACTERISTICS OF PAS- /86
SENGER AIRCRAFT IN THE FIRST GROUP WITH TURBOJET ENGINES

I Boeing Convair Do4glas Caravelle
Airplane type TU -104A 707-320 880-22 DC-8-30 VIR

Flight Maximum 990 965 988 960 82
velocity Il: 7 KMt I 7.6 KM H= -6,9 Kit I .8.-4 KM I 7,7 KMi

V, km/hri

800 850 833 861 727

Cruising 11J10 KM H=1 ,2 u H=10,7 KM H= 10,7 KM H=10.7 KI

Economical 800 860 897 876 800
_ H= 10 KM H=12 KM H=10.7 KM H-10,7 KM H=10.7 KM

Range With waximumit fuel reserve 4300 10900 6430 10900 4550
H=10 KM H=117 KM H=10,7 KM H=10,7 KM H=10,7 KM

With maximum payload 4000 7400 6130 9125 3700
I H=10 KM H=11.7 KM H=10.7 KM H=z1 K. H=10,7 KIt

Takeoff- Takeoff run f Gto-max 2650 3650 3700 3600 3000
Takedf- MCA+15 C;
landing I -H=0
charac-charac- Landing run at maximum
teristic landing weight 2000 2200 1900 2070 1700
in meters
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TABLE 2.8 B TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO,
AND TROOP-CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP /87

AND TURBOFAN ENGINES

Airplane type TU--ll4 DC-u enti.c C-141 TU-154 Bcord e ng L2707 7B

ivaximum 820 9 975 900 975 2300 2850
/: 8 KM H 8 cKM I 7.6 H.:7.6 H:,9,7 H- -19KM 1 "=19.5

Flight I _ II__-KM KM K KM I

velocity, 740 855 855 815 900
V,km/hr Cruising H= 10 1 I mI-- 10.7 KMH KM-

KM =10,7 KM=. K

Economical 750 875 930 815 850 -

cruising I 11:9:.K= =1 K-ll
=10.7 KM=9.7 KI

N/maximum fuel 9900 12200 530 100 10500 7000 7800 8000 -
Range, reserve HI- I IHII KMI

in km =10,7 KM =10,7 KM

At maximum pay- 9700 6050 3250 1 6500 4000 6700 6.130 -
load II I- I I-= H -16 K

Takeoff run at =9,9 KM==10.7 KM =9,1 KM

Landing- Gto max, MCA + 2550 : i00 3100 2050 1215 .2900 2320 -
takeoff 150 C, H = 0
charac-

teic Landing weight 1850 2130 1815 2000 710 2.100 1950

TCA = minimum crossing altitude7

TABLE 2.11 TACTICAL-FLIGHT CHARACTERISTICS OF TRANS-
PORT AIRCRAFT OF THE SECOND GROUP

Airplane type Myster20 HS-125 DC-9 TU -134 P-28

Flight 908 870 886
velocity Maximum H=7.6 KM H=I11,0 KM H=7.6 K

860 805 778 850 815
Vkm/hr Cruising H=7,6 KM H=9.15 KM H=9.15 KM H=8.6 K M =7,6 KM

740 690 850 750 805

Economical H=12.6 KM H=12 KM H=7.6 KM 11=8.6 Km H=7.6 KM

With maximum fuel reserve - - 3000 4360 3100
H=9.15 KM H=8.6 Kw 11=7,6 KM

Range,
km With maximum payload - - 1720 2945 1725

H=9.15 KM =8.6 .KM H=7.6 Ki

Landing- Takeoff length w/Gto max 1300 800 2120 1050 2165
takeoff MCA + 15 C; H=0 I
charac- Landing run with maximum I
teristics landing weight 700 420 1615 I 850 1400
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In spite of the strong development of transport aviation,
the total time spent by the passenger in long flights amounts to _/89
several hours. For a range L = 16,000 an at a cruising speed of
cru = 2600 kmn/hr, the duration of just flight alone is somewhat

more than six hours. In addition, the passenger has to spent
time on the road to the airport, wait in the airplane till lift-
off, and in the drive from the airport after the plane comes in.
Setting this time at two hours, the total time expended by the
passenger in a flight is 8.5 hours. The total time outlays of a
passenger can be characterized by Fig. 2.14 by the following rela-
tionship:

tto t = tto + tf + td.w (2.14)

Here tto is the time spent in takeoff, landing, accelerating to

required speed, and deceleration (it is assumed that the g-load
is 0.2 in acceleration and deceleration); tf is the time spent

in the flight at Vcru; td.w is the time spent in trips from the

airport and in waiting for the flight (td.w = 2 hours).

The large total passenger time outlays require a significant
increase in flight characteristics of transport aircraft. Two
fundamentally different solutions are possible in this area. /90

For aircraft in the first group designed to make long
flights, a reduction in the total time can be achieved only by
an appreciable increase in cruising speed to Mcru = 8.0-12.0.

This means that hypersonic transport aircraft must appear to
replace supersonic transport planes /Z61, 164, 184, 199, 207.
The additional time outlays must be reduced for aircraft in the
second group making short-range flights by bringing the takeoff
point closer to cities, i.e., by using vertical takeoff airplanes.

A .A-ryomi p Baud~B
to " m ' D I Fig. 2.14. Total pas-

I Dsenger time outlays
rane 4 t',ode I t for flights on

Ca enoemg tot
S.ange different types of

I , transport aircraft
* ____oo (subsonic, supersonic,

c and hypersonic) as a
.3700 0oo function of Mcru

I KEY: A -- ttot

B-- Subsonic jets
C -- Supersonic

o 4 6 8 t ru airplanes
D -- Hypersonic

airplanes
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Fig.2.14. /Continuation7
E -- Range
F -- Mcru

0, Fig. 2.15. Constraints by
o / hypersonic airplane flight

n jotoi regimes
S'  "  KEY: A -- Approximate upper

A g ,,8,01.'i 1 cl I I -limit by engine

_2n _dp_ fl& npede me m nepmamp,/ tr pl3R,,U,-B " characteristics
a I mepaato(muuvnbe padno ec'e B -- Shock waveI , me,eoamypbl pra Ma H!nomopO

Spax m
owRae Om MoeXa) C -- Noise

C 
"  

IT D -- Approximate lower
SI z J 1 4 . 7 8 S 0 It.X' limit by design

E -- Maximum temper-
ature for various
materials (typical
equilibrium wing
temperatures at
some distance from
the leading edge)

The flight regime of a hypersonic craft is marked by several
constraints (Fig. 2.15 ZL357) affecting the characteristics of
its use. The upper boundary is determined by the allowable pressure
in the air intake ducts, and the lower boundary is set by the
structural strength limit. This constraint increases fuel con-
sumption in hypersonic airplane flight. To reduce its value,
acceleration to hypersonic velocity will have to be executed
at a low altitude, followed by a climb to cruising flight. As
can be seen from the constraints (cf Fig. 2.15), this maneuver
must be done with simultaneous climbing. Therefore the flight
profile of a hypersonic craft with a cruising speed corresponding
to M = 12 is of the form shown in Fig. 2.16. Since in this regime
the turning radius is very large (about 800 an at a 30 bank),
the flight trajectory must lie in a great-circle plane.

Let us turn to an analysis of transport aircraft with
vertical takeoff for short takeoff run. For lines of several
hundreds of kilometers, they must have a fairly high cruising
velocity, as we can see from Fig. 2.17 a. In this case the total
flight duration is two hours for a range L = 1000 km.
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A B
Orume J fepexodH peuM C E
Oyo/o afod db'com M Funep8/oCo rpub7/maee 'oo Co epxJ yo- xKpecepcrudi f/aItpo- doa4o

I :"0. L H

I0- I oc, ed a .,,
G -- T4 fs i flPa rmeiTPA

1M=7

4osR 0 j-816 11=-J36

KEY:EA -- eArieva at subsonic speed

I -- Turbojet engine + ramjet engine

Fig. 2.16. Flight trajectory of a hypersonic transport
with allowance for constraints (cf Fig. 2.15)

KEY: A -- Departure at subsonic speed
B -- Transitional regime
C -- Hypersonic cruising flight
D -- Gliding
E -- Arrival at subsonic speed
F -- Flight phase
G -- Engine cycle
H -- Turbojet engine
I -- Turbojet engine + ramjet engine
J -- Climb at supersonic speed
K -- Hypersonic ramjet engine
L -- Engine fired
M -- Awaiting landing
N -- Time, minutes
0 -- Distance
P -- Mean acceleration 1/3 g for 15 minutes
Q -- Normal acceleration 0.93 g
R -- Mean acceleration 1/6 g for 30 minutes

Selection of Vru for vertcal takeoff craft is based on thecru
effectiveness criterion used in evaluating transport aircraft
(Fig. 2.17 b):
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So 1 ro-avG emp

where Vro.av is the mean route speed.

For L = 1200 - 1400 km, Vcr u is 830 km/hr for vertical takeoff /
airplanes, but 920 km/hr for ordinary aircraft, and thus EI is
practically identical.

Another indicator of economic effectiveness characterizing
the operational flexibility of vertical takeoff aircraft (owingto the possibility of takeoff and landing in required airportsregardless of the class of the airport) is the quantity E2 (Fig.
2.18):

a .Qom + C ( N1ub
emp ot (2.16)

where Nsu is the number of suburban airports; and
Ntot is the total number of airports.

A Fig. 2.17. Main indi-A'ft B cators of short-haul
Go VM. cp Naviation:

r O KEY: a -- Total time
spent by passen-

__- gQ- ers in flights
2 as a function

40 of range:
1 -- Ordinary air-

.Zoo 1000 180o0 2L oolK 600 1400 200LKM craft with V
a) b) = 920 kan/hr

2 & 3 -- Vertical
takeoff aircraft
with Vcru = 830
and 280 kmn/hrb -- Effectiveness indicator as a function of range:

1 -- Ordinary aircraft with Vcru = 920 km/hr
2 & 3 -- Vertical takeoff aircraft with Vru = 830 and 280 km/hr
KEY: A -- ttot , hours cru

B -- (Gpay/Gro) (Vro-av), km/hr Tro = Groute-7
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Fig. 2.18 presents functions of a second indicator of econo-
miceffectiveness of craft (ordinary aircraft and those with

vertical takeoff). As we can see, by this indicator vertical

takeoff aircraft not only surpass ordinary aircraft at the present

time, but even retain the trend of an increase in the 
indicator

in the immediate future ZL37_. Additionally, improvements in

transport aircraft will lead to fewer airports 
from which

these aircraft can operate, which also favors a rise inE 2.

The high effectiveness of vertical takeoff aircraft (cf. /93

/Z3 7) can be obtained., in particular, by means of power plants
with a wide range of thrust change, from 1.3-1.5 times the weight

of an aircraft in the takeoff regime, to 0.1-0.3 times aircraft

weight in the cruising flight regime. Producing this thrust

range Z1317 is one of the principal and complex problems 
in devel-

oping effective aircraft of this type. From Fig. 2.19 Z54;7 it

is clear that the main requirements imposed on the power plants

of vertical takeoff aircraft must be satisfied by 1975.

_ __~_c_ Fig. 2.18. Trends in

change of economic ef-
A I B I I fectiveness of short-

qcamM Sph=Nad7.o . haul aviation aircraft
- e KEY: A -- (Gpay + Gfu)/Gm p

C I . (Nsub Ntot)

Nas =arfUn"m B -- Vertical takeoff
and short take-

' ; off run aircraft
C -- Ordinary air-

0 1 f 35 I58 SM 195Z VS 3s W 1970o 972 craft
D r D -- Years.

Simultaneously with development of hypersonic transport air-

craft, research is underway in the U.S. to build a bomber and

fighter-interceptor with Mcru = 12 and a flight altitude 
of 42-

43 km LI 35, 1437. The high velocity of the hypersonic bomber

will permit using air-to-surface missiles on it without power

plants, but with a considerable range (due to the kinetic energy
reserve).

The variation of the lift-drag ratio of hypersonic aircraft

(at the 1968 level of theoretical studies) is shown in Fig. 2.20.
As this figure makes clear, ax of h-ypersonic aircraft will

vary from 6 to 8. Power plants of hypersonic aircraft will

operate on liquid hydrogen and consist of two engines:
a turboramjet engine and a ramjet engine with sub- /94

sonic and supersonic combustion Ul_.
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Comparative characteristics of fighter-interceptor (ordinary
types) with hypersonic fighter-interceptors (a U.S. project) are
shown in Fig. 2.21, from which it is clear that at 'the transition
to hypersonic flight velocity M > 8, the static flight alti-
tude and the takeoff weight of the fighter-interceptors rise
appreciably.

A IFig. 2.19. Developmental trends
in lift and thrust engines of

aircraft
to KEY: A -- P/Gen

B -- Lift turbojet engines
C -- Thrust turbojet en-

IV- gines and turbofan
SIPAengines

0D -- Years

0
°

S10 19650 1970 - 1

K,, A B C D Fig. 2.20. Change in lift-drag
~2 8 o aoeooRoo- ratio of modern aircraft as a

e function of M number
SKEY: A -- Nonsweptback wing

B -- Sweptback wing
15 C -- Small-aspect-ratio

wing
D -- Variable-incidence

wing

2.5. Tactical-Flight Characteristics of Air-to-Air Missiles

Air-to-air missiles are one of the most powerful elements in
the armament of fighter-interceptors, multimission fighters, and
are designed to strike enemy air targets (fighters, reconnais-
sance craft, bombers, certain types of air-to-surface missiles,
balloons, and so on). The considerable range of altitudes and
velocities of air targets imposes high requirements on these
missiles. Air-to-air missiles must have high power capabilities
to strike high-speed targets in the rear hemisphere or air targets
flying at considerable speeds above the fighter-interceptor. Large
errors in the recovery of a fighter-interceptor at the moment of /95
missile launch owing to its limited maneuvering capabilities as
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to altitude, the action of active and passive jamming, and also the

rapidity of air combat demand considerable g-loads from a missile

in all conditions of its combat use.

A B Fig. 2.21. Comparative char-

tr A P C .'i acteristics of fighter-inter-
ceptors (ordinary and hyper-

*- OiF-8a6 D sonic):
o-&rF-10 E 1 -- For maximum Mmax

&-RF-itL G 2 -- For static flight alti-
0- ---- YF-ZA H 2 tude H

o - "R7 unepSJSBOaI tude HI

emxW - 3 -- For takeoff weight

Gto
KEY: A -- Hst

B -- Mmax

C -- Gto, tons

D -- For F-86D
S OW 10 NA 0 E -- For F-106

2350 196370 J roo, IVO F -- For F-110

G -- For F-111B
H -- For YF-12A
I -- For hypersonic

fighter-intercep-
tors (U.S. proj-
ect)

J -- Years

It must have small weight and dimensions in order not to
reduce the static ceiling, longitudinal g-load, and rate of
climb of the fighter-interceptor. At the same time, the missile
warhead must be sufficient to strike enemy aircraft with skin
thickness to 10-12 mm.

The missile engine and control system must ensure high accuracy
of guidance to the target (during its maneuvering and when jamming
is present) and must also have high reliability of action under
combat conditions and after long storage; the missile design must
be intended for mass production. In the opinion of foreign spe- /96
cialists, it is practically impossible to satisfy all these
requirements in a single missile type. Therefore modern fighter-
interceptors can, depending on the combat tasks assigned them,
carry various air-to-air missiles /~, 17, 60, 61, 6_6/.

Table 2.12 gives the main technical and tactical-flight char-
acteristics of certain air-to-air missiles 19, 72, 78, 89, 96,
128, 137, 160, 171 .

82



The main performance indicators of the missiles are the longi-
tudinal nx and lateral ny g-loads, thrust-weight ratio and power-
to-weight ratio (Kt-w and K pw), and maximum flight velocity Vmax*
Their rate change graphs have been plotted based on the following
fundtions:

n. 2 AG (2.17)

PS ( ms ,c-s
nra== p- - C,-- - C-

m 2G m

-s

P (2.18)

Here Pen is engine thrust;

Gm is missile weight;

Ii is the specific impulse of engine in kg/kg;

a 8e-s6 a , me3 m,

are the partial derivatives of the lift coefficent and the coefficient
of the angle-of-attack moment a and the control surface deflection
angle .c-s
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TABLE 2.12 MAIN TECHNICAL AND TACTICAL FLIGHT CHARACTER- /97
ICS OF AIR-TO-AIR MISSILES

Missile type Fairey OAR-ID OAR-8 AR3A AAMA-N - R-530 AJM54A

Name of missile airey FalconS in S aro Red tra Phoenix
lash IATop

Country UK ] U.S U.S.I U.S. U.S. I UK IFrancel U.S.

General Initial prduc- 1950 1956 1954 1959 1960 1964 1963 Exper.

data ion I I 1 1 1969
Guidance system Radio Semi- Pass- Semi- . Semi- Infra- Radar Radio

active -i -- active active red ior command
beadc. n radar radar homing infra- w/homin

infra homing homing red in fina

hominghoming homing leg'

Geome- Diameter, D, m 0.147 0.162 1 0.127 I 0,168 0.210 0.220 0.260 0.380

trical Length, d, m 2.84 1.98 1 2.87. 2'.18 3.66 3.05 3.3 3.96
sions Wingspan, 1, m 0.7 0,.5 0.53 0.61 1.02 0,9 1.1 0,91

.Area o5 two* 0,165 0,18 0,25 0.236 0.31
S in m18 0.25 236 31

Launch weight Ga 55 70 68 172  70 195 450 /

Waightf payload P 30 36 35 80 63 92 140
Weight pay in

data Weight of warhead to 9.0 11,3 18,0 29.0 26.0 30,0 25,0
Gwh, in kg

/SFJ = Engine type ISFJ SFJ ISFJ SFJ I SFJ SFJ I SFJ SFJ

sojid Engine
Eng oper. 1st sta 2 2-3 1.8 2-3 3
Engine period, 2nd sta 10 3

tn ,sec i 1 10 1 1.

Engine ' s
thrust, 1st stag 2700 2700 2900

P ,kg 2nd stag 2100 1600 3500 3800 20
en kg 2nd stag 45 5 200

Maximum fli ht al- 1 21 26
titude of tacke 1 18 18 21 20 23 21 26

Condi- target, H t , km
tions
of com- Maximum Ifrontal
bat use velocity hemi- 2500 2800 3000 3200 3000 4200

of at shere 1500 -- 2200 --20 -
tacked re 2000 2200 2300 2500 2300 3000
targe, hemi
Vt, m/h sphere

* The area S was obtained by calculation from drawings of

general views of the missile for the GAR-3A, Red Top, 
and

AJM-54A.



TABLE 2.12 MAIN TECHNICAL AND TACTICAL FLIGHT CHARACTER-
ICS OF AIR-TO-AIR MISSILES

/~onc lus ion 7

Fairey OAR-ID OAR-8 GAR-3A AA6MAN. - R-530 AJM-.4AMissile type '49A ___

Thrust-to-weiht 135 49 23 40 20 22 18ratio,K =Pe/Gl'
kg/kg t-w e

Powerto-wei ht ratio 15 41 43 70Main K =I fu/Ga
missil - ff a
perfor -

mance Availabl H=5 KM 8.5 11,0 25,0
indica- g- lod,
tors ny-ava H=15 Km 4.0 6.0 5.0 9.0 9.0 16

H=20 Km 4,0
vailabl H=5 KM 125 17.5
x-ava H=15 KMI 15 19.5 38 45

H=20 Ku

VVel oi H=15 u 600 620 490 950 670 950 1050
max H=20 Ku I 520 900 900

Numerical values of the ratio m /mc-s used in an approxi-
mate calculation for layouts of missiles with tilting wings with
control surfaces located forward (canard) and aft of the wings
can be taken as follows /37: 5-6, 1.4-1.2. Linearized equations /100
of missile motion 163, 61F-we used in deriving the relation (2.18).

The maximum flight velocity Vmax was determined as the solu-
tion obtained for the end of the powered phase

V.s= VE- n(=-ml u) - (C+AC:)SpV dt
enp (2.20)

en

of the motion of the mass center described by the equations
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dV P X
S-=-cosa--

dt m mM

P = smfyj; (2.21)

mm= m l - smfut ;

(C +-AC )X= c.+ SpV2 .
2

Here V is the instantaneous missile velocity;
smfu is the fuel consumption per unit of time

u (s l/ten , ten is the engine operating period);

(C,.+AC) is the constant mean value of the aerodynamic coefficients;

m i is the missile launch weight; and

V is the nozzle gas exhaust velocity;
cos a = 1.

From the data in Table 2.12, we can see the increase in the

maximum flight velocity (an enlargement of the zone of possible

attacks -- cf Chapter Four, Section 4), which allows us to assume

that the lateral g-load ny-ava rises to 25, and Vma x -- to 1300-

1500 m/sec at an altitude of 15-20 km.

2.6. Tactical-Flight Characteristics of Air-to-Surface Missiles /101

Multimission fighters and tactical and strategic bombers are

armed with air-to-surface missiles. Depending on the type of
mother craft, these missiles perform the most varied combat tasks.

Missiles of multimission fighters, as a rule, are designed to

destroy small ground targets (tanks, armored troop carriers,
radar and missile ground complexes, infantry subdivisions, and so

on). Missiles of tactical bombers are used to strike bridges,
railway junctions, military warehouses, missile launch sites,
small and medium-tonnage naval vessels, transports, and barges.
Missiles of strategic bombers serve to strike large military
targets (military ports, large tonnage naval vessels, and other

targets of strategic value). Therefore air-to-surface missiles

differ widelA in their technical parameters and tactics of

combat use L3, 17, 54, 69, yo, 137, 155, 17/.

The first group of air-to-surface missiles for multimission

fighters are marked by their low weight (down to 600 kg) and

limited range of action (to 15-20 kin). If missiles of this
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group are intended to destroy nonradar-contrastive targets, recogni-
tion and tracking of targets is carried out by the pilot or operator
visually. Therefore the guidance system is of the semiautomatic
type with optical or television sighting devices. The range of
these missiles cannot exceed the range of visual target of observa-
tion, i.e., 8-12 km. If the targets to be hit are radar-con-
trastive (bridges, railway junctions, military-transport barges,
and so on), guidance toward them is executed semiautomatically or
automatically using radio-command methods &ullpup and Nord mis-
siles). And, finally, if targets are included in operating ground
radar stations, guidance toward them is executed automatically by
means of a passive radar homing head (Shrike missile l.7).

The second group of missiles for tactical bombers differs by
high weight (to 2.5 tons) and range of action (to 50 km). /105Their guidance systems are automatic with homing from the launch
point to the strike instant or with command guidance over the
initial section and subsequent transition to homing.

TABLE 2.13 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARACTER-
ISTICS OF AIR-TO-SURFACE MISSILES /102

Missile type AM OAM MK- AM AS-30 A M. A-4E AGM-M 78A 77A9 1 838 A 69A

Name of missile Skybols Hound JBlue Pullpup Nord hrike, Wall- SRAM
General Dog Steel I eye

data Missile type Ballis Winged inged Winged Winge With Glide
tic (Air- tilt. I bomb

plane wing-

Country U.S. U.S. UK IU.S.I France U.S. U.S. I U.S.
Y.ear built 1962 1962 1964 1962 I 1964 1967 Exper
Guidance system Astro- Iner- Iner- Radio Radio. Passiv Tele- Inertial

iner- tial tial ommandaommand homing visior with
tial with trans-

radar ition to
homing

Geome- Diameter, D, m 0.9 1 0.7 1.27 0.3 0.35 0.21 1 0.38 -
trical Length, d, a 11,6 "13.0 10.7 32 3.85 2.74 3,44

sions Wingspan,l, m - 3.7 396 0.94 1.05 16

f-SFJ = solid-fuel jet; LFJ = liquid-fuel jet-7
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TABIE 2.13 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC-
TERISTICS OF AIR-TO-SURFACE MISSILES /103

fone lus io~

Missile type OAM78 OAM- MK-I 8MB AS-30 AM5A A-4E AGM-I 83M- AS-30
Wing ar a, S, inT .

m

W Launch weight, G 4W 0 50 W5 230 450
Welght _kg1

data aylos weight, I
G , in kg

Warhead weight, u- Nu- Nu- 113 230 18 340 fuclear
G , in kg clear clear clear _

S Turbo- aal.
1st Engine type SFJ jet LFJ LFJ SFJ SFJ

Engine t ngine oper. I 2 1.8 - --
a period,
g sec enII
e tngine P 17000 3400 7250 4M 3500

thrust, e-I kg

2nd E)ngine typeof aircraft- -
s vehile oper. 20
ach numberiod, teal
bat use
Thrut-to-weight - 1 - - - - -
e thrust,Paig

Altitude range 16 20 21

m.a, n km

mance ratio of 2sd stag.

Condi-Ratio of aidcraft

indica- K tw=P n/G
at-w1 PnTT BI ______

tors vailable H=15 -I

g-load H=. I
imm range, - 800 320 9.5 12 20 10 160-180

L, in km I
Maximum velocity, 90I 1,6-2.0 1.6 2.4 2,O 3.0 - -M°
K .c=(Gwh LXmax)/j - - 40 9.4 I4.6 1.6 9.0 -
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The third group of the missiles for strategic bombers differs
by its high weight (to 10 tons) and considerable range (up to
several thousands of kilometers). As a rule, guidance systems in
these rockets are purely inertial or inertial with different
types of correction: radiocorrection, astrocorrection, etc. The
structural arrangements of missiles in this group are quite varied:
ballistic missile (Skybolt), winged missile of the aircraft
type (Hound Dog, Blue Steel); and cross-wing missiles.

Some technical and tactical-flight characteristics of air-
to-surface missiles are given in Table 2.13 Z9, 11, 15, 54, 60,
78, 89, 96, 128, 137, 155, 171, 174!. Some of these characteris-
tics were determined by formulas (2.17) - (2.19). In the deter-
mination of V , the system of equations 2.21) was written
separately fop~ahe first and second missile stages; moreover, in
the right side of the differential equation there appears the
term g sin 0i, where 0i is the angle of inclination

of the velocity vector in the flight of the i-th stage.

Solving the two systems of equations, we get

(mi - mt

'e (C, +AC,spV t--
*2ml

- Vn cos an In m m,- + n sin On -

-S(c, + ACV)nSpV

e dl.

Here indexes I and II relate, respectively, to the first /106and second stages:
ten I and t enI are the operating periods of the launch and

sustainer engines;
ml and mr are the missile velocities in the launch and

the route legs; and
V1 and Vr are the missile velocities in the launch and

the route legs; the overlined functions repre-
sent mean quantities.
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The values 01 = 1(t), 0I = 0 ii(t) and a1  = a I(t )

can be determined from the kinematics of air-to-surface missile
guidance to the target (cf Chapter Four). The maximum level range
is determined by the formula

nI tr
L4 m= S VTcosOdt + S Vcosdt±

tee

V+ V cos dt, (2.23)
pa pa

where Vf and tf are the missile velocity and flight time in the

free phase. Knowing the level range, we can determine the general-
ized indicator of missile performance (or the coefficient of its
"combat capabilities")

Kwh= h Lz= (2.24)

where Gwh is the weight of the missile warhead in kg /force7; and

G1 is the launch weight of the missile in kg /force7.

The higher the Kwh value, the greater the mass of the warhead2

which will be delivered at a greater distance from the missile
launch site.

As we can see, for rockets designed to strike small ground
targets, lateral g-loads n at lower altitudes have they-ava
largest values, which is due to the appreciable errors in the
determination of the coordinates of the target which the missile
must select for a short range.

The least lateral g-load is exhibited by the Walleye missile, /107
which is actually a guided glide bomb.

2.7. Tactical-Flight Characteristics of Surface-to-Air Missiles

Surface-to-air missiles gain wide use in antiaircraft defense
systems, along with fighter-interceptors and small naliber multi-
pie-barrel cannons.

Antiaircraft guided missiles, depending on the location of
the launch site are divided into two types: ground-to-air and
water-to-air. The former are used for the defense of ground
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objects or a country's territory against air (AAD LTntiaircraft
defense7) and missile (AMD Lantimissile defense/) attack T, 17,
66, 69, 88, 96, 116, 217. The latter are used in defending
against air or missile attack on naval vessels.

The Bomarc missiles (strategic AAD forces) are used in
striking air targets at considerable distances from the location
of the launch site in the U.S. Armed Forces. Interception of
targets at short distances, but still flying at medium and high
altitudes can be achieved by the Nike-Hercules missiles. Inter-
ception of low-flying targets is achieved by Hawk missiles.
Both types of missiles are classed as tactical AAD weapons.

Defense of infantry groupings against air attack is provided
by the Chaparraland Red Eye missiles.

Nike-Zeus3 missiles serve to defend objects and territory
against ballistic missiles and spacecraft.

The main technical and tactical-flight characteristics of
surface-to-air missiles are given in Table 2.14 L78, 88, 96, 128,
137, 155, 172, 177.

Maximum vertical velocities at the end of the powered phase
are determined for two-stage missiles with the following formula: /112

Vmaz= - VjI n (.um) - Atne -

t 2t

- +AC)S. dt-

(C + ACy )SpV dt + Vo,

- dt + Vo,

)e 2 m; t (2.25)ted

where V is the velocity at which the missile leaves the launch
pad. F8 r three-stage missiles, three more terms must be added
to formula (2.25). The maximum altitude of a one-stage missile
is determined by the following formula (similar expressions can
be written for two and three-stage missiles):
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TABLE 2.14 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARCTER- /108
ISTICS OF SURFACE-TO-AIR MISSILES

MIM. MIM- MIM- RIM- RIM- DM-
Missile type IM-99A 14A 23A 43A 2E 24A 15C

Nike- Chapar- Red fTer- artar Nike-
Name of missile Bomarc Hercu- Hawk

ral Eye rier Zeus
les

Country U.S. U.S. U.S. U.S. U.S. U.S. U.S. U.S.

General Initial produc- 1955 1958 1958 1967 1966 1956 1958 Exper.
data tion

Plane . Plan Plane!Plane Plane Planne& Plane?: Missile
Missile function ter-inter- inter- inter- inter- subma- subma- inter-

inte- ceptio tioceptiocptio e rine ception
ceptifrom from und rom rom ceptin inter- from

io mgground ground groundfrom ground ground ground ground ception ceptio ground

Se i- Infra- Infra- Beam-Semi-
Guidance system Radio Radio ac±ve, red red ridin active Radio

commanncomman rada homing homing radar command
homing homing

DiameterD, u 0,89 0,79 0.36 0.13 0.076 0.305 0.305 1.17 /109

Geome- Length, d, 14,3 12,5 5,1 2,9 1.24 8,2 4.7 14,7

tricalNo
data ingspan, 1, m 54 2.3 1.25 0,76 None 1,17 0.51 2.5

Area of both 2 1 116 4,4 1,3 - Wng-I I
wings, S, in m less

Launch weight,G1,I 6800 4600 580 84 8.5 1360 700 10300

Weight in kg
data Weight & type of 500 50 4.5 0,6 60 60 tuclear

warhead,Gwh , kg Nucleai 500 50 .5 06

Engine type Liquid Solid Solid Solid SolidI Solid- Solid-
fuel fuel fuel fuel jet w/, Solid ueShrust fl e fuel _ h jet

jet jet jet jet levels jet

Engine Engine oper. 45 ,3 - 0.06 4-5 4-5 5

time, tenIO sec

W Engine thrus
P ,kg 16000 80000 6800 - 320 5600 5600 204000

m en 1
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TABLE 2.14 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARACTER-
ISTICS OF SURFACE-TO-AIR MISSILES /110

Z-onclUs ion7

14A 23A 43A RM- RI-A DR-15M

Engine type Ramjet 0 ld- 1 Sli- S -li Sli 3li -
Engine bet ee Jet e Je

Engine oper, 108 27 60 33 33time, ten I ,
o Engine thru 2X4500 6000 850 110 850 850

kg 110 850 850 160000

Range of altitud
Condi- of Intercepted; 6-20 0.5-30 0.2-15 0.1-1.50,05-1,5 0.6-18 0.3-12 to 120
tions targets, Ht, km

6ombat Max. velocity of
use intercepted ar- - 3000 1600 1100 650 2200 2200 -gets, Vt, km/hr

Thrust-to-weight -
ratio of firs 150 17.5 11,7 19 37.5 4.1 8.0 -

Main stage K
Main pe/G t-wI - - - - - - - - -

ramissile o second 250 117 - 20 1,7 1.55. -
perfor- stage, K t-II

P. TT/%T T

mance 1st stage power-to- /111
indica- weight ratio,Kp w = - 70 57.5 46 86,5 24 47 -

(PfuI/Ga
I )IIItors

2nd stage power-to-
weight ratio,K - -- 98 - 7
(Pmii/G p-wIfuli/GaII)Iful

Available longi-
tudiriJ 25 16 22
n

g-load Xava

lateral
n - 7.5 12 10 5.5 10 -
Yava H.=15 m H=8 H=0I a H-10 xm

Maximum range, 370 185 35 8,0 4.5 24 17 370L , in km

Maximum velocity
V ax, in m/sec 740 1150 780 450 600 700 880 1480
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Sa In = V/en X

.X 14- mlIn mI-m + 0

mfu 2g

Vox' ' mI- M (C. + ACd) S X

X n pV2 dtdt-V o- V lIn Ml X

mim*Ien
an p , en ps /113

PV2 din pV dt /-

× 1- mf"f 1U 1- M-Pi
mt en nit en

(C 2 n __ _ (2.26)
(C. - AC) S pV d

2md 1_-mst
m.
Mlen

In formula (2.26), the first term is the determining term,
and its highest value will occur as mfu--* m1 . The second term is

always negative, therefore engine operating time ten must be re-

duced to attain highest missile velocity. Terms including the
factor V o affect Hmax only at high missile launch velocities,

while the terms in braces affect Ha x at low alti-

tudes where the air density is very high.

As we can see from Fig. 2.14, the velocities and altitudes
of missiles of subsequent generations will increase appreciably.
As to be expected, a gain in target velocities and altitudes led
to an abrupt increase in the thrust-and-power-to-weight ratios
of antiaircraft missiles. A still steeper increase in the coeffi-
cients Ktw and K is observed for AMD missiles. Owing to the

increase in Vmax and H max, antiaircraft defense missiles can by

their tactical-flight data ensure the interception of long-range
ballistic missile warheads.

94



2.8. Tactical-Flight Characteristics of Ballistic Missiles and
Missile Launch Vehicles

By their mission, ballistic missiles are divided into three
groups: short-range missiles and tactical and strategic (long-
range ballistic missiles) /~9, 78, 107, 117. Under this clas-
sification, they differ appreciably in their technical and tac-
tical-flight characteristics. If the maximum range is taken as
the main parameter by which we will differentiate ballistic
missiles into groups, Honest John with a maximum range of 20 km
and Little John with a range of 10 km can be classified as short- /122
range missiles. The Pershing (maximum range of 560 kl) and the
Sergeant (range of 160 km) missiles are classified as tactical
missiles. The Atlas E (14,500 km), Titan II (16,000 km), and the
Minuteman (10,000 km) are classed as strategic missiles (cf Tables
2.15 and 2.16 Z15, 124, 125, 137, 155, 157, 160, 171, 18g7.
Ballistic missile performance is characterized by the coeffi-
cients of thrust-and-power-to-weight ratios, maximum g-loads of
stages, maximum range and velocity, launch weight G , and weight

factor of the warhead K' = Gwh/Go (Fig. 2.22). We can see, the

average K' value is 0.3 for unguided tactical missiles, and
0.18 for guided missiles. With improvements in the control
equipment of ballistic missiles, the warhead factor can climb to
0.25. Performance indicators of missile launch vehicles are
given in Figs. 2.22 and 2.23. By 1967, the weight yield factors
of second and third stages of missiles will become equal to the
weight return factor of the first stage (0.9-0.92), indicating
marked progress in control systems of missile launch vehicles and
their structures. An increase in the launch weight of missile
launch vehicles and improvements in their structures led to a
rise in the payload carried by missiles into earth orbits (Fig.
2.24). In 1968 the Saturn missile launch vehicle lifted a 103-
ton spacecraft into an earth orbit.

: GoTcA  
.....

eTc /5a Fig. 2.22. Performance
s - indicators of strategic

K' and tactical ballistic
enpa4 e nbe missiles:

a - *M-5/ a -P Launch weights
2 ~2 - AM-JA b -- Warhead weight fac-

o17 SM-i25 t ors K'
So KEY: A -- Tons

C 1 g~557 1965 1970 955 1965 d7970 B -- Tactical mis-
a) D rsiles

C -- Strategic mis-
siles

D -- Years
E -- Uncontrolled
F -- Controlled
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TABLE 2.15 MAIN TACTICAL AND FLIGHT-TACTICAL CHARAC- /1,14
TERISTICS OF BALLISTIC MISSILES

Missile type SM-65A SM-68B SM-80 I A-2 M3 MA I SSMA.2 M-31 M-51

Name of missile Atlas Titan inutePolari Persh- Ser- Honest LittleName of missile man ing geant John John

Country U.S. U.S. U.S. U.S. U.S. U.S. U.S. U.S.

General Initial produc- 1959 1963 1964 1962 1961 1962 1956 1961
data tion -

Missile type StrateStra- Stra- Naval Tact- .Tact- Short- .ong-
isiletypic Srtegic tegic ical ical range range

Guidance system |ner- IIer- Iner- l Iner- Iner- Iner- Non Non

tial tial tial tial tial I tial I None None

Geome- Diameter, D, m

trical 3.04 3.04 1.88 1.37 1.0 0.79 0.76 0.3

data _ I

Length, d, m 25.0 31. 0  16,4 9,6 10.5 11.0 8.3 4.4

uGl in kg 118000 150000 31000 14500 4540 4500 2200 365

Weight Control system 1 I
data weight,Gc-s,in kg 160 140 124 100 45 57 - -

Weight & type of hiclea ucl aucl eazNucleaNuclea Expl.Se e uclea clea uclea
warhead, Gh in lear1360 460 725 750 e . Expl.
kg 680
1st Enine type iguid ' uidolid- ISri- Solid- Solid- Solid- Solid-
st Engine type e f l. fuel fuel fuel I fuel fuel

t je jet' jetI jet jet jet jet
a Engine oper.

period, sec. 120 150 60 54 33 30 -- -

e Engine thrust 2x74600 2X97500 77000 36000 20400 22000

Engines in kg

2nd iquid- 1 uic Solid Solid- Solid-
2nd Engine type fuel fuel I fuel fuel fuel - -
s E jet jet jet| jet ljet.
a Engine oper.

g period, in 300 180 60 770 20

e sec

Engine thrust 27200 45400 29600 9000
in kg

96



TABLE 2.15 MAIN TACTICAL AND FLIGHT-TACTICAL CHARAC- /1.16
TERISTICS OF BALLISTIC MISSILES

__onc lusion7

Missile type SM-65A SM-68B SM-80 A-2 M3M. SSM M-31 M-51Missile type 31A A26

n 3rd Engine type fuel
S s jet

S t Engine oper. -- 60
n g time, in sec

e e Engine thrust 16000
in kg I

1st stage thrust-to-
weight ratio, K = 1.27 1.43 2.5 2.6 - 4.9 -

Main PenI/Gst

miss- 1st stage power-to-
weight ratio, K - 238

ile (PeJl/Gti) Ii_ P-WI 245

per- 2nd stage thrust-to-
weight ratio, Kt-wII 8 5  - 4.7 - -
PenII/GstII

mance 2nd stage power-to-

indi- eight 7atlo K = 255
enlI/GstII II-1 255

ca- /117
3rd stage thrust-to-

tors weight ratio, Ktw - 8.4- --
enIII/G stIII

3rd stage power-to-weig 94
ratio, K p (P
/G 

p - WIII enII -

st rEI)III-1

1st

stage 7.5 - 8.5 --
Maximum
g-load, 2nd

n stage 12.0 15.0

3rd
stage - -

Maximum range,
in km 14500 16000 9300 2800 560 140 20 10

Maximum 28 22 12 4.5 35 - 1.5
M
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TABLE 2.16 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC- /118
TERISTICS OF U.S. MISSILE LAUNCH VEHICLES

Type of missile launch Van- Thor Thor Atlas Saturn Saturn
vehicle guard Able Agena D SLV-3 IB V

I IC e n t a u r

Initial produetiof 1957 1958 1962 1963 1.966 1967

General -

charac- Number of stage 3 3 2 2 2 3
teristicA

Control system Inertial Inertial Radio-l Inertial Inertial 1pLertial

Geometri4Maximum diameter,, 1.14 2.44 2.44 3.05 6.6 10,3
cal ID, in m

dimen-

sions Length, d, in m 21.9 27.2 27.1 36.2 68 107

Launch weight,' 10.25 51.6 56.9 136 582 2820

GI, in tons 8.1 49.4 49.3 129 454 2126

Weight G , in tons 1.95 1.95 76 17.3 110 462 119
Weight 1

data GIII, in tons 0.23 10.31 0.5 2.79 15.7 117

IV, in tons 0,25 0.16 - - -101

Payload weight 25 160 500 2790 15700 101000

in kg

Liquid- Lia uid- ti uid- i1i4- , Liquid- Liquid-
st Engine type fuel fuel fuel u jet fuel fuel
s __t j et launch e
t Fuel weight,
SGuelin eions 6.8 46.2 46,2 121 415 1996
a ful' n
g Operating
e period, sec 145 163 165 120 135 135

Engine thrust 12.25 68.0 76.5 140 820 3900
in tons

Engines tiuid- Solid- Liud Li d- Liuid- Licquid-
2nd Engine type fel fuel fuel fuel fuel fuL1
s g t, jet I jet jet jet jet
t Uel weight,
a Gfuii, tons 1.63 1.63 6.15 14.6 101 422

e
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TABLE 2.16 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC-
TERISTICS OF U.S. MISSILE LAUNCH VEHICLES

ZLonc lus ion7

Thor Thor Atlas
Missil launch-vehicle V an -  Able A g en a D SLV-3 x  Saturn Saturn V

guard Able Agena D Centaur IB

Engine oper.
2nd period, sec : 115 6.5 240 420 470 390

Engines Engine thrustI 3.45 8.0 7.25 13.6 90.8 454
Engines e in tons

3rd Engine type I Solid- Solid- fiquid-
s Engine type fuel jet fuel jet - - - uel jet

a Fuel weight 0.13 0,15 - I - 104.3
g Gfull1  tons I104
e Engine oper. 35 40 -- - 480

time, sec

Engine thrust 1.2 1.2 - - - 90.8
in tons I 0

1st Kt-wI

s Peni/Gstl 1.2 1.31 1.35 1.03 1,41 1.37

t

a

K I=GfuI/GI /121

e 0.84 0.94 0.94 0.95 0.915 0.935

Main (GfuI/G)II 208 235 235 248 248 252

missile
performanc( 2nd Kt-wlI
indicators s enl /GlI  1,77 4.10 1.03 0.79 0,825 0,983

G II
g G /G 0.84 0,84 0.87 0.845 0,92 0,913
e fuII II

Kp-w =(GII).

I (GI ) 227 227 252 354 386 386

3rdK pn III 5.2 3.9 - - - I 0.79

g , 0* - - - 0894

p-wIII (fu/ 146 116 - - 375

/GIII ).IIII-1
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A

Fig. 2.23. Launch weights of missile
launch vehicles

F KEY: A -- Tons
yB -- Vanguard

D C -- Thor Able
-- = D -- Thor Agena D
B C E -- Atlas Centaur

SF -- Saturn V
SG -- Saturn IB

S H -- Years
50 1355 1970H rot

A B
ca .mypnP Fig. 2.24. Change of payload weight carried

by missile launch vehicle to earth orbit as
.-- a /yfY_ a function of year of missile production

KEY: A -- G , tons
pay

7-B -- Saturn V
-C -- Saturn V

D -- SAMOS 2
S4E -- Midas 3

E F -- Titan 3C
G -- Saturn I

.,!a' iUH H -- Saturn IC
ar ,f -m H CBC~ I I -- Saturn IB

Do ,,, -yk n -,sp J J -- Atlas Centaur
jog! 96fqZ a h I 1 K -- YearsK

FOOTNOTES

1Foreign specialists have also another viewpoint about the deve-
lopment of fighter aircraft /h 57 that denies the dominant factor
of high-speed. In their opinion, one can scarcely anticipate a
rise in AAD /Tntiaircraft defense7 fighter speed above M = 3.0.

2The weight of the missile warhead depends on the accuracy of its
guidance and the type of targets struck.

3 Work on developing the Nike-Zeus missile with a radar complex for
interception was halted due to its low effectiveness of action
with respect to the nose cones of ballistic missiles. This fact
does not mean that there is little promise of developing AMD /anti-
missile dcfense7 weaponry. In the immediate future 40 billion
dollars will be spent on this problem in the United Stages §37,
1717.
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/124.
CHAPTER THREE

DEVICES OF FLIGHT CRAFT CONTROL SYSTEMS

The most important technical requirements imposed on flight
craft control systems and which determine their arrangement and
characteristics are operating reliability and the weight and over-
all dimensions of the systems. In particular, the determining
requirements for piloted (multiple use) aircraft complexes are as
follows: very high operating reliability and long service of
control system equipment (up to several thousand hours), where the
replacement of components and assemblies is allowed under scheduled
maintenance plans during operation of the systems. Monitoring
devices of the aircraft complex must check a large number of system
parameters both before the aircraft takes off, as well as during
its operation. The requirements on weight and overall dimensions
of equipment are moderate.

Determining conditions for onboard equipment of antiaircraft
missile and ballistic missile complexes are as follows: operating
reliability, and low weight and overall dimensions. Naturally,
replacement of individual installations during use is most unde-
sirable. The readiness of a control system must be checked only
as to the main parameters in the shortest possible time. The
total equipment operating time can be regulated in the hundreds of
hours.

Onboard computers, continuously monitoring the maximum number
of parameters, are used to keep track of the operation of systems.

One of the typical features of the development of modern air- /125craft and missile complexes is the considerable expansion in the
makeup of electronic equipment. Fig. 3.1 shows the variation in
the number of electronic elements of the equipment of American
bombers (curve 1) and ballistic missiles (curve 2). While in 1943
the American B-29 bomber had 2000 electronic parts, the B-70A
bomber, built 25 years later, now has about 200,000 parts. The
first American ballistic missile had about 1000 parts, but ten '
years later their number rose by 500 times.

YN A
4 1 Fig. 3.1. Variation in the number of ele-
N, I ments in electronic equipment of American
320 Ibombers (1) and ballistic missiles (2)
28o KEY: A -- N
2,"71 ' el
S- B -- Saturn

I I C -- Minuteman
120 ,,D --'Atlas
84 80gI 7.- 1 . C E -- Years

. ,Fc- D

19Y4 1950 1956 ;970 11a 0
E roieh
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The weight of the electronic equipment rose significantly,
as a consequence. We will assume that the weight of just the
electronic equipment onboard aircraft of early manufacture (1940)
was 30 kg, while the weight of electronic equipment of a 1964
aircraft, at the level of technology in 1940, will be 2.5 tons,
and 12.5 tons for a 1970 airplane. It does not appear possible
to locate this amount of equipment on an airplane. Therefore,
recently much attention in aircraft and missile technology has
been given to developing new microminiaturized elements (cf

Microminiaturization of control system elements and the use
of microelectronic circuitry afforded a marked reduction in the
weight and size of devices and an increase in their operating
reliability. Microminiaturized elements used in control system
are manufactured either as hybrid (thin-film) circuits, or as
integrated monolithic (solid)'circuts , 1397. Thin films
permit the relatively simple building of passive elements (resis-
tors and capacitors), but active elements (diodes and triodes)
are quite complicated to build. Therefore active elements in /126
microelectronic circuits with thin films are incorporated in the
form of individual mounted parts, which lowers the operating
reliability of such circuit. From this point of view, building
microelectronic circuits with solid elements is more preferable,
though their dimensions and weight roved to be somewhat higher
than for thin-film elements (cf ~/7).

In U.S. aircraft and missile complexes, microelectronic de-
vices of radars, onboard and ground digital computers, navigation
equipment, and so on have gained wide application.

For example, the AN/ARN-78 radio receiver of the Loran-C
navigation system, built in 1964, consists of 1000 integrated
silipon circuits and provides a mean error-free running time of
4-10S hours. The Autonetics Company developed a digital computer
for the Minuteman ballistic missile using 4000 integrated silicon
circuits. The onboard aircraft system Phoenix, installed on the
F-111B, consists of 5000 integrated silicon circuits. Complex
microelectronic circuits providing 8500 hours of system operation
per failure were used in the control system of the Saturn V mis-
sile J0, 74, 1397).

Let us consider the general trend of development of electron-
ic equipment for control systems of several complexes (based on
foreign data jZ51, 1527). Let us usS as the equipment's perfor-
mance indicators its volume Veq in m , element density per deci-

meter -- eq' weight -- Ge, in kg, and mean time between

failures -- Tav in hours. Fig. 3.2 presents these indicators for

aircraft, missile, and space complexes of the United States as a
function of the year in which the equipment was first built jZ51,
152, 15-7.

102



From Fig. 3.2 a it is clear that the greatest progress in
reducing the size of electronic elements was made in the digital
computer, where solid and thin-film integrated sircuits are used.
Improvements in the technology of manufacturing integrated solid
and thin-film elements with low power consumption for ground and
onboard digital computers led to a reduction in their volume dur-
ing the period from 1958 to 1968 by about 40 times. During the
same span the volume of electronic elements in systems of armament
and radars (with powerful amplifiers) was reduced only by a factor
of 7-8, and the volume of power supply blocks -- by a factor of
5. The reduction of element volume led to a reduction in element /127
weight (Fig. 3.2 b). The density of element rose (Fig. 3.2 c).
In a period of 10 years 7eq increased by 10 and by 1968 attained
an astounding figure of 107 element /decimeter 3 for onboard digi-
tal computer elements, and (3-8)10+ elements/decimeter3 for
radio circuit elements. If it is assumed that advances in elec-
tronic circuits will continue at the same rates, by 1975 the
density of microcircuits of digital computers will reach the /128
density of nerve cells (i.e., 4 1010 elements/decimeter3). The
change in the density of radio circuit elements will occur,
evidently, also quite strongly.

A BA B Fig. 3.2. Main perfor-
,-,10II mance indicators of radio-

" electronic equipment of
1 2 control systems of air-

5 . craft, missiles, and
spacecraft:

a ,b -- Change in equip-
tx ips o TroE 1W Y9 9 190o ment volume and
/d TD b I weight:

* - t_ 1 -- Aircraft armament
systems

8 ,.- 2 -- Radars
_ 10 3 -- Digital computer

m* JP 4 -- Navigation equipment
2. 5 -- Power supply blocks

c -- Change in density
r59 1d I1 1s o 95 19o i8so of elements per

S'a C rud& decimeter3 :
1 -- Limit of vacuum tube

use
2 -- Limit of printed-assembly element use
3 -- Limit of microminiature element use
4 -- Limit of integrated element use
5 -- Limit of thin-film element use
6 -- Density of nerve cells
7 -- Density of elements of onboard computer and radio command

links
8 -- Density of elements of the Apollo onboard digital computer
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9 -- Density of elements of the Minuteman digital computer
10 -- Density of radar circuit elements
11 -- Density of Minuteman radio command link
12 -- Onboard digital computer density
13 -- Density of elements of the Gemini command transmission

system
14 -- Density of Shrike computer elements

15 -- Onboard computer density
d -- Mean time between two failures:
1 -- For onboard computer subsystems containing 1000 elements

2 -- For radio circuits of Minuteman missile with 1000 elements

3 -- For onboard computer of Minuteman with 10,000 elements
4 -- For radio circuits of Minuteman missile (10,000 elements)

5 -- For aircraft radars
6 -- For radio circuits of civil aircraft

KEY: A -- Veq
B -- Geqeq
C -- Years

D -- Yeq' elements/decimeter 3

E -- Tav

GA Fig. 3.3. Weight of gyro-
TI0 p scopic instruments and
2,0 • B A their operating reliability

B 2to as functions of year in
which the first series was
manufactured

0 o KEY: A -- G/GreI [rel =

reliability]
B -- Tav [av = average],

o 0 hours
S ssC r 70 C -- Years
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Use of integrated circuits markedly increases the operating
reliability of digital computers and the electronic devices of
control systems (Fig. 3.2 d). In the 10 years from 1958 to 1968,
the mean operating time between two failures for an onboard
computer with 10,000 elements rose by 50 times and was 107 hours.
T = 104 hours for electronic circuits of radio command links of

spacecraft, and T = 600 hours for radars. Electronic circuitsav
of passenger aircraft have even lower indicators. In these
craft Tav = 120 hours . The trend of decreasing weight and

increasing reliability also applies to other elements of control /12)
systems: electromechanical and mechanical. For example, gyro-
scopic devices of missiles during this period have reduced their
weight per 1000 units of kinetic momentum by a fa'ctor of 6
(Fig. 3.3). Here the operating reliability of gyroscopic devices
was increased by a factor of 20 (Fig. 3.3).

3.1. Ground and Onboard Radars of Aircraft Complexes

Radar devices of aircraft complexes are subdivided into
ground and onboard types. Ground radars (RD) serve in search-
ing for, identifying, and transmitting the coordinates of air
objects. Coordinates of objects are transmitted to the command
station of the AAD /antiaircraft defense7 and to the interceptor.
It is guided to the target by ground facilities, and its onboard
radar, after target lockon, provides aircraft homing and missile
release.

Ground radars must provide for the search, identification,,
and transmission of the coordinates of an object with high
accuracy and with the presence of active and passive jamming.
In addition, ground stations must be connected with each
other, forming a radar field of antiaircraft defense. The
necessity of performing these missions increases the makeup of
ground RD equipment. Therefore, they consist of tens, and some-
times even hundreds, of thousands of electronic elements.
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Onboard radars of aircraft fulfill the most various kinds of
functions. They include search, identification, and tracking of
air or ground objects, as well as the transmission of commands to
air-to-air and air-to-surface missiles. In launching missiles with
active radar homing heads, radars provide coverage of the targets.

Onboard radars measure the range to air and ground objects
and produce a radar image of the location. When the onboard
radar tracks a moving object against an earth background, the
set provides for its selection and automatic indication. When
passive jamming is encountered, onboard stations must preclude
the reflection of signals from foil dipole reflectors and local /130objects by means of special data processing. Radars must also
operate normally in the presence of active jamming and radar
traps. All this means that onboard aircraft radars also are quite
complicated radio facilities, consisting of several tens of
thousands of electronic elements. It stands to reason that high
operating reliability is required both for ground and onboard
radars.

Ground radars

Ground radars of aircraft complexes include the following
stages 9f7: long-range detection and identification of objects
and command guidance; low-altitude for filling in the gaps
in "dead zones." All these radio facilities are united by means
of a digital computer into the AAD unit /L67.

The computer estimates the importance of targets and their
distribution, performs the necessary data processing, and gener-
ates the command for guiding interceptors to the selected target.
If the air situation changes, the computer redistributes the
targets and corrects the interceptor guidance commands.

Ground radars are characterized by the following main para-
meters: maximum range of target detection Rdet and capture Rcap;

angular scanning zones (with respect to target azimuth sc hor

and with respect to target elevation angle osc hZhe subscript

hor and h stand for horizon and height, reSpectively7); tracking
angles ( Otr hor and 4 tr h) ; carrying capacity; resolving

powers with respect to range ARmin and angles of azimuth
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aOhor min and elevation &h min; scan time Tsc periodicity of

control command transmission Tco; antijamming capability and

operating reliability; and by the accuracy of determination of
the coordinates of the target and of the aircraft itself.

The range of a radar in the modes of object detection or
lock-on is determined by means of the fundamental radar equation:

(4n) Pr.ae

where Prad is the radiation power in kw; 31

Ga is the antenna directivity factor;

S is the effective reflecting area of the target in m ;

4 is the parameter allowing for losses in radio channelsE
quality of signal reproduction on the indicator, and
so on;

X is the wavelength;
Pre minis the receiver sensitivity; and

a is the normalized range, allowing for the stochastic
nature of target detection or capture.

Calculation of the values of the variables appearing in equa-
tion (3.1) is carried out as follows.

When determining the coverage of pulse radars, we have

Prad = Ppu max'

where P is the maximum pulse power.pu max

In continuous-wave radars, a relationship relating the mean
power with the pulse power must be used, i.e.,

Pav max' ofrp (3.2)

where Pav is the mean power in kw;

70 is pulse duration; and

frp is the pulse repetition frequency in pulses/sec.

The antenna directivity factor depends on antenna design:
and the wavelength:

4mSeff
an--). (3.3)
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where Sef f is the effective antenna area.

The effective area of antennas which are planar radiating
surfaces with apertures is determined by the relationship

Seff = KiS (3.4)

where Sg is the geometrical area of the antenna, and
Ki is the antenna use factor (Ki is usually taken as 0.6-0.7).

For antennas with a parabolic reflector, we have

Gan =(0.6 -- 07) - (3.5)

where D is the antenna diameter.

The effective reflecting surface is some standard value, dif-
ferent quite widely from the true surface of the ground or air
target. Commonly, values of the effective reflecting surface are
determined experimentally (by modeling with mockups or full-scale
testing). Experimental averaged values of effective reflecting
surfaces of targets of different types are given in Table 3.1.

As we see from this table, the wavelength in this range does
not appreciably affect the mean effective reflecting surface of
the targets.

The sensitivity of a receiver is determined by the formula

Premm = oT nAF, (3.6)

where kno is the receiver noise coefficient2 (noise
23 factor);

k=1.37.10 w*sec is Boltzmann's constant;
T is the absolute temperature of the equi-
valent resistance at the receiver input
(often T is taken as 2900 in calcula-

Psi tions);
- is the ratio of useful signal power to
no noise intensity; and
AF is the frequency passband of the ampli-

fier of the receiver intermediate fre-
quency.

107



TABLE 3.1 EFFECTIVE MEAN REFLECTING SURFACES OF TARGETS
OF DIFFERENT TYPES* /132

Types of targets Seff'

1=1-6 c 1=10-16 cal=16 40 cm

400-600 kg air-to-

surface missiles 0.5-1.5 0.4-1.2 0,3-1.0

8-16 ton fighter- 15 412 310
5--15 4-12 -10interceptors

40-60 ton tactical
40-70 30--50 25--45bombers

Strategic bombers

weighing up to 200 100-150 70-120 60-100
tons

1000-3000 ton-water:n 2000--8000 1800-7000 1500--6000
displacement sur-
face vessels

10,000-20,000 ton-water displacement 20000-40000 18000-30000 15000-25000
water displacement
submarines

Submarines sur-
faced s 30-150 20-110 18-100

* The data in column 2 are given on the basis of the mate-
rials in /987, and column 3 and 4 were obtained by recalculating
column 2 with allowance for change in the wavelength most often
used in foreign radars.

The range of a radar is also affected by the wavelength of /134
the transmitter. At wavelength below 40 cm, attenuation of radio
waves in the lower atmospheric layers due to rain and fog is in-
creased. Fig. 3.4 a shows the dependence of radio wave attenua-
tion in the atmosphere as a function of the effect of water vapor
and oxygen molecules,and Fig. 3.4 b presents the function of the
attenuation of transmitted radio waves in rain (curves 1 and 2)
and fog (curves 3 and 4). The range of a radar in the modes of
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detection, lock-on, or tracking of an object when there is fluctua-
tion in the signal, receiver noise, atmospheric effects, and so on
is random in nature. Therefore in the calculated determination of
radar range, integral functions of the distribution of the proba-
bility of detection, lock-on, or tracking must be used. To do
this, let us introduce into formula (3.1) the coefficient of
normalized range a, calculated by the probability of a false
alarm (i.e., the probability of the appearance of a noise signal
at a given level) F = 10-P:

P(z. a e2 dn
y1a (3.7)

where /135

y=z- 0,707 +

2 (uS,+un 2 = Premi
ah Pz 1

Here usi and uno are the intensity of the signal and noise, respec-

tively; ano is noise dispersion; and Pre min is the threshold power

of the receiver's input signal (in detection, lock-on, or tracking).
The functions P(z,a ) or P(F, a) can be calculated by formula
(3.7). Ten P vaues from 1 to 10 are normalized at this false
alarm level .

[o If Fig. 3.4. Radio wave atten-
12 I uation in the atmosphere:

1 - i 1 a -- As a function of the
1 11 ! N' ,Teffect of water vapor

I (curve 1) and oxygen
. ' molecules (curve 2)

b -- As a function of the
effect of rain and

A ;,l\ fog:
V8 t Z fo a 41 1 -- Moderate rain, 4 mm/hr

a) A b) c 2 -- Drizzle, 0.25 mm/hr
3 -- Fog, 100-m visibility
4 -- Fog, 6 00-m visibility

KEY: A -- Attenuation in db/km
B -- Attenuation in db/km (toward one side)
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Fig. 3.5. Normalized-range dependence of the probability
of actual target detection by radar

a -- Based on single signal against a background of uncorre-
lated interference

b - d -- Based on signal burst
b -- At F = 10-2
c -- At F = 10-
d -- At F = 10-

In Fig. 3.5 a, the probabilities of actual detection are plot-
ted as functions of normalized range (for the detection of a single
signal against the background of uncorrelated interference), and
Fig. 3.5 b, c, d gives these functions for detection based on a
signal burst (here L is the number of pulses in the burst) L7. /136
By using these graphs, we can construct the characteristics o the
variation in probabilities of detection 1 (Fig. 3.6) and lock-on 2
of a bomber with Seff = 100 m by a ground radar as a function of

range.

The following formula can be used to determine errors in the
measurement of radar range:

AR=4 1 +1/1" V) (3.8)
sp

where c = 3 810 m /se c ;
V is the diameter of the luminous spot on the screen;

S: is the steepness of the edge of the pulse at the receiver
output (S = usi/tfr; here usi is the amplitude of the

pulse at the receiver output);
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Kt.v is the tube sensitivity as to vertical deflection; and
Vsp is the speeadof the spots along the scanning trace.

?p Fig. 3.6. Probabilities of.detectin andlock-
ing onto a bomber with Sef f  100 m by

4 a ground radar

The range resolving power aRmin (or
the minimum distance between two targets with

iO identical angular coordinates at which sepa-
rate measurement of range to each of them
is provided) is

AR~ua= (T + 0,8-1,2) + a (jj)2 AF Asc (3.9)

where r is the duration of the probing pulse;
Dsc r is the diameter of the indicator screen;

isc is the geometrical length of the scanning trace; and
A is the resolving power of the screen tube.

We have

AR -
2 ' (3.10)

for the scan trace, where tf.t is the duration of the forward
trace of the beam.

The accuracy of angular coordinate determination and the
resolving power as to angular coordinates can be found by the
formulas: for a type-P display

Aax = ip+ 57,5 ar Rax
A R (3.11)

Apn a[5 Rmax
A R'

where -ap is the aperture angle of the antenna radiation pattern, and
R is the instantaneous range; and for a type-B display
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2 2Als (3.12)
D -

where 0 is the sector of the spatial scan.

The spatial scan period Tsc or the scanning period is deter-

mined by the speed of the target Vt , the diameter of the luminous

spot on the display v , and its speed Vsp:

T < - (3.13)sc 2VinVt

If this condition is not met (i.e., if the scan period is large),

discontinuous displacement of the object blip is observed downward

the display, which is altogether unacceptable. When this happens

the accuracy of the determination of object coordinates is reduced,/, 3 8

and sometime the operator altogether loses its blip. The scan-

ning rate can be found by the formula

P (3.14)
SC

The range of a radar with active response, for a pulse power

of the reply signal Pre' can be determined by the formula

R = repB EB , (3.15)
(4')Pre min

where GB is the directivity factor of the interrogator antenna in

a heading toward the transponder; and
S is the effective antenna area of the interrogator aimed
eb at the transponder.
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A B C
g I20m Fig. 3.7. Main character-

.. ' 0 istics of ground radar sta-
M ANT/5P-27 tions of airplane complexes:

0 AN/FPS-24 18f a -- Target range, detec-
I F Ai/FPS-7 tion, and lock-on, re-IA/FP 2JS duced to a basis of

A 2PS-I2J S 20m 2

190 196t 1970 J80 1950 1960 1971 1980 e f
SN 2  a C oc) rod6 C b -- Radar antenna area

c -- Pulse power
¢AN/FPS,5 KEY: A-- K Rdet cap

z- B -- milliwatts
A N/PS-27 C -- Years

AN/S- 3
1950 1980 1970 1980

b) C [odbi As we can see from
formula (3.15), the para-
meters of a radar operating

in the mode of active reply are determined in the same way as for
a radar with passive reply (formula 3.1), with the exception of
the radical index.

The main characteristics of ground radars of aircraft com- /139
plexes are given in Table 3.2 Z151, 152, 170, 17j7. These data
were used to plot in Fig. 3.7 a the curve of Rdet and the curve

of Rcap as a function of the year the radar was first built, and

in Fig. 3.7 b -- ground radar antenna area also as a function of
the year of manufacture. As we can see from Fig. 3.7, the in-
crease in the range of the ground stations is determined first of
all by an increase in the antenna areas and in the pulse intensity,
and secondly by greater receiver sensitivity.

Onboard radars

The development of onboard radars in foreign multimission
airplanes proceeded in two different directions. The first con-
sisted of the use of individual radars connected into a radio
complex on aircraft intended for military actions against air or
ground targets. The second involved the use of one combination-
type radar for actions against air and ground targets and also
for tracking of terrain relief.

The AN/APQ-15 and R-14 installed in the nose section of the
F-105D can be classified as radars of the first type, and the
RARF radar, with one antenna in the form of a three-dimensional
array generating a flat wave by control from the onboard computer
executed by phase shifters can be placed in the second type.
This scheme permits the detection of ground and air targets and
the coverage of targets for the simultaneous launch of air-to-
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air and air-to-surface missiles. Tracking of terrain relief in

the horizontal and vertical planes is provided with the aid of

this same antenna.

The AN/APQ-113 and AN/APQ-110 radars of the F-111A aircraft

occupy an intermediate ranking. The AN/APQ-113 radar has two

antenna systems: one for search, tracking, and coverage of air

targets, and the other for measuring the ranges to target and

forming a radar image of the terrain. The AN/APQ-110 radar pro-
vides tracking of terrain relief in the vertical and horizontal

planes to ensure safe flight across mountains.

Radars measuring range (radar rangefinders) use cannon-gun /141
devices in the control systems as means for determining the range
to the air target.

TABLE 3.2 MAIN CHARACTERISTICS OF GROUND RADARS OF /1-
U.S. AIRCRAFT COMPLEXES

c u n e Coverage
Type and name of E Da O Coverage

set co l o ) d D 0 0 ,0 __ k
se H H5) Mo ) ) Mco ) (D ". Ddet Dcap

_o____0___ a)_ __ _S Z a) km km

AN/FPS-23 1952 10 2 1300-5001 1.5-3 4,5X4.51 24 300 200

AN/PPS-7 1956 23 5-10 250 6 12x6 40 600 400

AN/FPS-24 1960 135 5 333,3 & 6 & 18 36x15 70 700 500
1000

AN/FPS-35 1962 70 5 333 24 36X11.4 70 650 450

AN/TRS-27 1963 23 15 150 2-4 160 40 300 200
Ito 3001

AN/FPS-88 1964 23 2x5 300-4001 2 - 30 450 1350

AMES-85 1966 5-7 4x5 270 119x71 30 800 600

The main characteristics of onboard radars are as follows:

maximum range of target detection Rdet and lock-on Rcap; zones of

scanning angles (with respect to azimuth osec hor and with respect

to elevation angle 4sc h)' and tracking angles (0tr hor and Otr h) ;

resolving powers/ with respect to range nRmin' angles of azimuth
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aohor min and elevation Aoh min; scan time Tsc ; antijamming
capability; operating reliability; accuracy of determining the
coordinates of target or air-to-air or air-to-surface missiles;
operating range of signals with respect to bearing and angular
velocity of sighting line (in the horizontal hor and verticalhor
;h planes); radar blinding range R ; and overall dimensions.

Technical characteristics of onboard radars are determined fromthe same formulas as applied in the case of ground radars, i.e.,
(3.1) - (3.15). Corresponding data for onboard radars based onforeign press materials /T37, 138, 151, 1527 are given in /144Table 3.3. Graphs in Fig. 3.8 a - d were constructed on the basisof the table. From the graphs it is clear that the weight of
radars has decreased markedly in the past ten years, while the
range and operating reliability of radars have risen appreciably.
This is accounted for by the increase in the power of transmitters,
higher receiver sensitivity, reduced weight and overall dimensions
of the electronic elements of radars, and also the use of morereliable elements.

A RgR 3 5 K- r'A Fig. 3.8. Main character-
SXA .1 ZS istics of onboard radars

A IAPQ-5 l 0of aircraft complexes:
/I P4 1l nm a -- Detection (1 and lock-

S' on (2) ranges
o i 00 b -- Weight of radar sets:5O -AN/AP-5. .. 1 -- Heavy
0P-V L_ 1 oAh/APP"5 "W/PX-V 2 -- Light

F 1.0 196O 1970 1.980 IS b 190 197 ;'80 -
p ~ d APo / R6od ,B KM c rodE c -- Mean error-free operat-A200 ing time
S - ,v/AP4- JO d -- Dependence of R301 AAPX4o det

0 2 A /6.s18 o " and Rcap on antenna

C - 3aBI diameter
-45 a KEY: A -- R-- Rde tI 60 b odbl d M B -- Rapcap

C -- Ta , hours

D -- Project
E -- Years
F -- Grad, kg

G -- Cyrano 2
H -- Rdet

I -- Rcap

J -- D
an
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TABLE 3.3 MAIN CHARACTERISTICS OF ONBOARD RADARS /,42
(ORAD) OF AIRCRAFT

Name of Coverage Zone of

onboard " o " o o cc e

radar k .0o (D -2 0.
4 4

0 W -- i -- .r a) Ho U2 A A a)ca4,0 . t0 0 H -H .0I CO r4 (D -)

"0*OPA I N 4-1 P T, 4 N 0 P 40

AN/APQ-40 U. 1956 P-86D 3.2- 200 0,5 or 415 or 06 70 +35 55 28 270
F-94 3.4 2,35 910 -15

AN'ASO-14 U.S 1958 F-104AB 3.2 140 1 cr 0,5 1000 0,61 ±45 +23 38 18 120

. 1958 104A, - 25

AN/APQ-45 U.S 1960 F-106 3,2- 250 2.5 or 416 or 0.58 +50 55 30 110
S U.S. 3.4 0.25 4000 -30

0,7 1280 XO,445 -25

A-IMK-23B Light- 3.0 175 1 50000 + 5O 30 150 /143
UK ning --25

Mi-

Cyrano 2 a 1960 rage 3.0 230 1.75 or 640 or 0,58x 60 =15 40 25 200
n IIIC 0.5 2000 XO.48
c
e

AN/AQ-100 . 1964 P-40 1.7- 1000 1.0 ±65 +50 90 50
U.S, 5.7 -30

AN/APQ- 13 U.S. 1965 P-1ll 1.7- 1000 0,75 140 115 160
5,7

AN/APQ-55 U.S. 1967 P-111 5.5 5 120 1.08 ±50 190

av.

AN/ASG-18 U.S.1 1968 YP-12A 3.2 2 I 200 1,0 +45 225

av.
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Onboard devices for protection and countermeasures against
radar, ground, and aircraft facilities

All devices for the protection and countermeasures to radar,
ground, and onboard facilities of aircraft and missiles are
commonly subdivided into individualized -- for the protection of
the airplane itself, and group -- for the protection of several
aircraft /-07.

At the present time individualized means of protection and
radio countermeasuresare used on all combat aircraft /1y1 7. The
F-105, F-110 (F-4), B-52, and others can be classified as planes
of this type. Group means of protection and radio countermeasures
are installed on special aircraft, for example, the RC-47 or the
E-6A.

Onboard protection equipment of aircraft does the following:
detection and identification of ground or onboard enemy radars;
their exact bearing in a 3600 scan; and the transmission of com-
mands for switching on active or passive means of countermeasures.

The pilot, receiving information from the protection equip-
ment to the effect that an enemy radar is continuously radiating
him, begins to perform various maneuvers trying to bring the air-
craft out of the irradiation zone. If he does not succeed in this,
then he switches on the radio countermeasures to jam the enemy's
radar.

Table 3.4 gives some data on onboard aircraft individual
protection facilities. They are light in weight and relatively
small in size.

Individualized aircraft countermeasure devices produce radio
jamming interfering with the enemy's radar (active interference)
or camouflage the aircraft itself by ejecting dipole reflectors
(passive jamming). Table 3.5 gives some data on active and
passive means of radio countermeasures.

Active interference is either camouflaging noise jamming, or
else reply jamming (in the frequency of the enemy's radar), or
else jamming modulated with respect to a low frequency and acting
on the radar scanning devices, and so on.

Passive jamming in the form of dipole reflectors can be
ejected in separate portions with pneumatic devices, fired from
cannons, or ejected in canisters from specialized missiles (set-
ting up jamming).

Equipment of specialized jamming-producing aircraft or air-
craft affording protection of groups of planes against enemy radar
is designed (cf ZT177) to detect the locations of radars, study
the frequencies they beam, produce different kinds of active and
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TABLE 3.4 ONBOARD AIRCRAFT FACILITIES /145

Coun- Aircraft Working Weight
Set try of instal- freq. of set

lation range, of set,
range, k
MHz kg

AN/ALR-31 U.S. F-105

AN/APS-105 U.S. B-52 10900-36000 38.5

AN/APS-107 U.S. F-105, F-110(F-4)

AN/APS-109 U.S. F- 11 I
AN/APP-25 U.S. P-100, P-105, 390--1550

RF-4C, F-110,
(P-4C)

passive jamming, suppress the enemy's radar facilities, and so on.

Digital computers are used to study types of interference and to /147
develop the most effective means of countermeasures. The weight of
the equipment of the radio countermeasure facilities of special-
ized aircraft is as high as 1000-2000 kg 1177.

3.2. Ground Radar Stations of Antiaircraft Defense Missile Com-
plexes

Radar stations of antiaircraft defense missile complexes are

used §97 in search, identification, and tracking of a target or

aiming, transmitting guidance command, and also in target coverage.

Also these functions cannot be performed by one type of station.

Therefore missile complex radars consist of stations of several

types.

For example, the radar complex for Terrier missile guidance

includes the following: the AN/SPW-2 detection radar and the

AN/SPG-49 target coverage radar. The radar navigation
control complex of the Hawk missile consists of three sets: the

AN/MPQ-35 pulse set used for the interception of high-flying

targets, the AN/MPQ-34 continuous-wave set -- for interception
of low-flying targets, and the AN/MPQ-33 target coverage set.

Ground radars of each missile complex are connected with each

other and form missile zones or belts of antiaircraft defense.

To increase their effectiveness, radars are preferably made in the

multichannel version 5-87. Here one command guidance set provides

simultaneous control flight of several missiles launched at a
single target.
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TABLE 3.5 ACTIVE AND PASSIVE MEANS OF RADIOMEASURES

Kind of Name of C Air- ork- WKind set u craft ing
inter- (facility) n of in-freq Function
ference r(facility) talla r h

y tion n  t,
_ gkg

Active AN/ALQ-59 U.S. c- -ing noise

mtef
e

Active AN/QRS-321 U.S. F-105 3900- Producing
6200 jamming of

1560 different520types

Active AN/ALQ-78 U.S. P-3C, 16 Jamming
S-2 028 using on-

board com-
puter

Active AN/ALQ-80 U.S. F-lIIA

AN/ALE-16 B-58 Scatter-
Passive U.S. ing dipole

reflectors

Passive ANIALE-28 U.S. F-111

Passive AN/ALE-25 U.S. B-52 Producing
jamming

by launch-
ing ADK-8A
missile

The main characteristics of ground radars of antiaircraft
defense of missile complexes are given in Table 3.6. The range
of detection lock-on, and tracking was determined by formulas /150
(.1) - (3.1 and (3.15), or from the data given in the works
7, 29, 0ll. Functions of the lock-on range of antiaircraft

complex radars are given in Fig. 3.9. From the comparison of
these characteristics it is clear that the modernized radars have
a much greater detection range. This evidently is related to the
increase in the sensitivityand the reduction of losses in the
radar channels. Table 3.6 also gives the coverage zones, the
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4O6H KM
500

Fig. 3.9. Detection range of missile
complex radars

400 D KEY: A -- R
g5 uf det

B B -- High-altitude targets
S ra -ryc) C -- Nike-Hercules detection

Iof"afpy u ,radar
700 ,Ha1L-epK. ec" D -- Detection radar (modernized

C ee Nike-Hercules)
F 061,,0, G E -- Hawk detection radar

F -- Low-altitude targets
ay~H a,,XOP G -- Detection radar (modernized

19S0 196/ 1970 rod~, H Hawk)
H -- Years

pulse repetition frequency, and the pulse duration for missile com-
plex radars. These characteristics are also close to the corres-
ponding data for aircraft complex radars.

3.3. Radar and Infrared Homing Heads of Surface-to-Air, Air-to-
Air, and Air-to-Surface Missiles

Homing heads of surface-to-air, air-to-air, and air-to-surface
missiles are commonly subdivided into active, semiactive, and
passive, by the principle of application. They can also be clas-
sified by the type of energy sensed, i.e., radar, infrared, optical,
acoustical, and so on. It must be noted at once that the first
two types of homing heads whose main characteristics we will
consider below Z5, 61, 64_, have gained the greatest acceptance
in guided missiles.

Active homing heads at present are made in the radar version
and are used for guidance of missiles to air or ground radar-con-
trastive targets. Semiactive homing heads are also made in the
radar version and are used for guidance to air targets. Passive
homing heads are built either in the radar (for guidance to operat-
ing radars) or inthe infrared version for guidance to air targets
or surface vessels. Lately passive optical and television and
combination (radar-infrared) homing heads have begun to be used

Homing heads of missiles are characterized by the following
main tactical-technical parameters: maximum range Rr , minimum range

(blinding range) Rb.r; bearing angles (with respect to azimuth

hor and elevation anale A  . t ti f coordinator for /151
nor ' 0h" of /151

target azimuth or elevation angle T horm and T4hm; the working

range of control signals taken off from the homing head, which
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TABLE 3.6 MAIN CHARACTERISTICS OF MISSILE COMPLEX /148
RADARS

0 Coverage RangeFunction o Name of H 0 U zones
4-4 (H zones

OH a) 0 ) d ----
dH H900 p Id a)

Talos I I

Target set dHH 2-
_a_0_ _U _A 0 C 1

Ta os Target AN/SPW-2 1956 Pulse 5.0 3 450, 0.3-0.9 360 85 118 -detection 900

AN/SPO-49 1956 Pulse 5,0-5,5 - 0.3-0.9 360 85 - 70coverage

High-alti-
tude tar-
get detec- AN/MPQ-35 1961 Pulse 22-24 0.65 800 360 88 105 -

tion

Low-alti- AN/MPQ34 Contin 36 /
tude tar- AN/MPQ34 1961 3 360 88 65 - /49
get detec- us-wave w

tion
Hawk

Continu-
Target AN/MPQ-33 1961 oswave 3 200 - -  30 88 65ous-wave

coverage

Target AN/MSW-1 1957 Pulse .5-1.0 1 500 13 360 88 260 -
detection

Nike- Target
Hercules tracking AN/MPA-4A 1957 Pulse 3.1-3.50.25 500 0.25 360 88 - 220

Missile
tracking AN/MPA.4B 1957 Pulse 3.1--3.5 012 500 0.25 360 88 - 185
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provides for a given accuracy of sensing the angular velocity of
the sighting line (in the horizontal *hor and vertical 4h planes)

and the sighting angles Ohor and 0h); resolving power as to range

and bearing angles; anti-jamming capability; operating reliabi-
lity; mass; and overall dimensions.

Radar homing heads provide guidance of guided missiles to air
targets in the frontal and rear hemispheres; the probability of lock-
ing onto an airplane-target or an air-to-surface missile in
the frontal and rear hemispheres being about the same at the
maximum ranges. Attacks by guided missiles against ground radio
radar-contrastive targetsare possible here at considerable range
at night and day with good and poor visibility. All this leads
to the radar homing heads gaining wide acceptance in surface-to-
air, air-to-air, and air-to-surface type missiles.

Range is found by means of the functions (3.1) - (3.7) in
active radar homing heads (RHH). The blinding range can be calcu-
lated by the formula

Rh.== - (3.16)

where Ksh is the pulse shape factor;

c is the speed of light (3.108 m/sec); and
7 is the pulse duration.

Let us take Ksh = 1.1 and determine the blinding range of

active RHH for different pulse durations. When r= 2 microseconds,
we have Rb.r = 330 m, and when r= 1 microsecond, the blinding

range drops to Rb. r = 165 m. Therefore in active radar heads it

is best to reduce the pulse duration, i.e., to use radar operating
at short wavelength. To determine the range of a semiactive RHH,
let us examine Fig. 3.10. Using the symbols given in this figure,
we rewrite equation (3.1) in the form

Pr (3.17)
(4n),e mn

where n2D2where Ga = (0.6-- 0.7) -.

Here Da is the diameter of the antenna of the aircraft radar pro-

viding coverage of the RHH. For a semiactive system, the range
is determined by the formula
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Rm= z Pad. ePGfa ( 18)(4.-1)3Prem

where Gm is the directivity factor of the homing head antenna

Gm= (0.6- 0,7) 2D]

D is the diameter of the antenna of the missile homing head;
and

9m is the efficiency of the RHH radome.
The range of the coverage set qf formula (3.17)7 and the semi-
active homing head (cf formula (3.18)) can be related by the for-
mula /153

m (4=PPre rin (3.19)

From (3.19) it is clear that the part of the ranges of the radar
set and the RHH within the limits of the coverage range of the
radar set is a constant. In addition, from(3 19) it is clear
that semiactive homing heads are always energetically more advan-
tageous than active RHH.

To compare the range of the two types of active and semiactive
homing heads, we will assume that the active RHH is on a missile.Then

4

SPra d.m.a fm.a (3.20)
re min
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Assuming that Pre min Preamin' we get

- I Prsid.a ai 3.21)
.a "ad.maG.& na

When Gm= Gm. a and 71 = 7 m.a, we have

(3.22)

R /Prad. a Ga

Rma rad.m.aG

or
Rm _ /P. 2

);a- rad.m. a Dm"  (3.23)

Using formula (3.23) it is not difficult to calculate what
range advantage is provided by the semiactive head compared with
the active head. The corresponding advantages are given in
Table 3.7. From the data in this table it is clear that rela-
tively small increase in the power of the coverage radar leads
to an increase in the range of semiactive RHH compared to an
active head by a factor of 2.414 for different ratios of diame-
ters of radar antennas and homing head antennas.

Fig. 3.10. Scheme of semiactive
A B homing

KEY: A -- Rm
C B -- Target

/" C -- Gm
/ D -- Missile

ZF V E -- Dml
H / F -- Ga

G -- Ra
H -- D

am I -- Attacking aircraft
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TABLE 3.7 RANGE OF SEMIACTIVE RHH /154

Rm/R

m a - 10 P 40 P 100
S rad.m.a rad.m.a rad.m.a Prad.m.a

250 750 2,4 3.1 4,4 5,5

250 1000 .8 L3.6 5.0 6.3

250 1500 3,4 4,4 6.2 7.8
250 2000 4,0 5.0 7.1 I 9.0

The range of passive radar homing heads is determined from
formula (3.15). Obviously, the range of their coverage for identi-
cal values of the remaining parameters (radiation power and trans-
ponder power, sensitivity Gre min' directivity factors, effective
surfaces of reflection, and efficiency of radome) is greater than
the range of active RHH. Therefore passive radar homing heads are
small in size and weight.

A
AnNran Fig. 3.11. Maximum ranges (solid lines)

/ and weights (dashed lines) of active
s (1), semiactive (2), and passive (3)is homing heads as a function of antenna

diameter (for a lock-on probability
so - P = 0.5)I KEY: A -- R, kan, G, kg Zforce

5 , Figure 3.11 gives the maximum
-- ranges of active, semiactive, and pas-

sive homing heads as a function of
a o0 200 3'OOHM coordinator antenna diameter. Here /155
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also are plotted calculated values of weights of RHH, constructed
with printed circuits, shown by dashed lines.

From Figure 3.11 it is clear that for equal antenna diameters
passive homing heads have the greatest range, and active RHH --
the greatest weight.

TABLE 3.8 MAIN CHARACTERISTICS OF HOMING HEADS

Name of .1
guided co 0~ O a s

missile i

0 A Z O P I .2 C.

Firestreak IHH UK

Sidewinder 1A IHH U.S. 1954 90 I28 9 5.2

Falcon GAR-2A IHH U.S. 1954 - 30 8 16.0

Falcon GAR-10 RHH U.S. 1956 75 30 - 9.8

Sparrow-III 1960 IW0 14 24.8
AAM-N-6A RHH U.S.

Matra R-530 RHH France 1963 150 +45 10 18.0

Falcon RHH U.S. 1969 - 50 - -

Phoenix AJM-54A RHH U.S. 1969 - 50 70.0

The main characteristics of radar homing heads (based on
foreign materials) are given in Table 3.8.

Infrared homing heads (IHH) are used in guiding targets to
heat-emitting targets. These targets include, first of all, air- /156
craft whose jet engine nozzles are heated to 500 - 6000 C, surface
ships afloat emitting streams of hot gases from stacks, and mis-
siles with operating engines. An increase in aircraft flight
velocity led to an increase in the aerodynamic heating of skin
to 250 - 30000C. As a result, the intensity of infrared radiation
became accessible for the production of signals sensed by infra-
red receivers of IHH.
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The integral intensity of radiation of a hot object is
determined by the Stefan-Boltzmann law

E = eaT, (3.24)

where e is the overall saturation capacity (or the black body fac-
tor);12 

2 4
a is the Stefan-Boltzmann constant (5.7-10- 1 2 w/cm *deg );
and

T is the absolute temperature (in degrees Kelvin).
Formula (3.24) characterizes the radiation intensity throughout
the wavelength range from zero to infinity.

All infrared radiation receivers exhibit a sensitivity depen-
dent on wavelength. Therefore it is important to know the spectral
characteristics of the radiation intensity distribution 16. The
spectral distribution of the radiation of a black body according
to Plank can be represented as

C, 1
xs IC, (3.25)

where C1 = 3.7321012 wcm ;

C2 = 1.436 cm-deg; and

X = wavelength in cm.
The function Ix = f(xT) can be constructed by this formula. From
Fig. 3.12 it is clear that the spectral intensity of radiation
increases rapidly with temperature, while the wavelength corres-
ponding to the intensity maximum shifts toward the short wave side.

To determine the maximum value I. , let us differentiate
max

the right side of the expression (3.25) and after equating the
derivative to zero, we find

)A=T= 2900 microdegrees (3.26)

Substituting Nmax in formula (3.25) instead of X, from expression /157
(3.26) we get

I, = 21,2C, ( 3.27)

Thus, the intensity of radiation at the wavelength corresponding
to the radiation maximum increases as the fifth power of temper-
ature.
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A' A Fig. 3.12. Spectral distribution of
radiation intensity according to Planck
KEY: A -- w/cm2

W00K B -- Microns

L00

0K

400'
402- 300K

B

0 4 8 1 16 Xn

pwML A Fig. 3.13. Spectral characteristics of
_a__ photoresistors:

1 -- Cooled, specially treated germanium
2 -- Indium antimonide, cooled to 900 K

to- 3 -- Lead sulfide, cooled to 900oK
4 -- Lead telluride, cooled to 900 K

$ I 5 -- Lead sulfide, cooled to 1930K
-0 6-- Uncooled lead sulfide

I IKEY: A -- P
K:Pre min

10g B -- Microns

109- The receivers of infrared homing
S 5 BfA heads sensing the intensity of infrared

KVM radiation are photoresistors. The
least intensity of infrared radiation
that a photoresistor can sense determines
its threshold of sensitivity at room
temperature

P rem=310-2 (3.28)

where S is the area of the receiver in mm; and
7 is the time constant in seconds.

Using formula (3.28), we can determine the minimum detectable sig- /158
nal. Fig. 3.13 presents the control characteristics of function- -

ing photoresistors that were obtained experimentally. Preliminary
cooling to 90 and 1930K was used for several photoresistors. By
employing these graphs and knowing the threshold value of the
radiation intensity, we can determine the relative spectral sensi-
tivity of the photoresistors

j o= --.. ,  (3.29)
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4L Fig. 3.14 Spectral transmission coeffi-
ITI /; i cients of the atmosphere at different

4 I I  altitudes above sea level
,, j 1 -- H = O km

, i' , 2 -- H = 2-4 km
4 3--H = 15 km

I KEY: A -- Microns

Vt 3 .J f A, m To determine the range of the in-
frared homing head, we must know the
total signal power at the photoresistor
output

a 0

where Q is the spectral transmission coefficient of the atmosphere
for infrared radiation. The spectral coefficient of the atmo-
spheric transmission depends on the altitudes above sea level.
The higher the altitude above sea level, the less oxygen, carbon
dioxide, and water vapor strongly absorbing infrared radiation,
the atmosphere contains. Fig. 3.14 /6_7 shows the spectral
transmission coefficients of infrared radiation. To determine
Etot, in Fig. 3.15 the curve of Q1 for H = 2 km and the curves

of S1 for different photoresistors with a source I, = 5000 K are

constructed. Using the graphs (Fig. 3.15), the following integrals
(3.30) were calculated for each photoresistor; their values are
shown in Fig. 3.16. From the figure it is clear that a photore-
sistor made of lead telluride exhibits the best yield. Their sen- /159
sitivity can be compared by taking the ratios of the corresponding
areas (cf Fig. 3.15). The values of these ratios are given in
Table 3.9.

Q-akancmmorsHav. A Fig. 3.15 Dependence of Q,
I £s-oms. ocurneyoe vamue B (curve 1):
o , 2 -- S', curve 2 for lead sul-

4 r8 fide at 1930 K
48 . 3 -- For lead sulfide at 900 K

- -4 -- For lead telluride at
4 " 900 K,

\ic I (curve 5)Sz . f S L KEY: A -- Absolute value
B -- IX and S. are given

in relative values
C -- Microns
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TABLE 3.9

Ratio of Numerical
value of

areas areas

--e 

I 5.2
E2

e 24

En Fig. 3.16 Graphical calculation of Etot:
AsAf E -- For lead sulfide at 1930 K

4q E2 -- For lead sulfide at 900 K

i I E 3 -- For lead telluride at 900 K

4Z KEY: A -- Et ottot
B -- Microns

J V S ... From the table data it follows that a
cold lead telluride.photoresistor is 24 times
more sensitive than a lead sulfide photore-

sistor at room temperature. The range of infrared homing heads /160
is determined by the formula

R-a EtotoSpcos P COS (3.31)
Aream

where a is the normalized range allowing for the stochastic
nature of the target capture process;

S is the area of the entrance aperture of the head objec-
ob tive, in cm2 ;
S is the target radiation area;
p is the transmission coefficient of the head radome;

Pre min is the threshold sensitivity of the photoresistor;
is the angle between the normal to the target radiation
surface and the sighting line; and
is the angle between the sighting line and the optical
axis of the coordinator.
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For attacks of aircraft-targets at small heading angles in the
rear hemisphere, P = 0 and P = 0, then formula (3.31) becomes

Ftot SobSp
nPremn

The dependence of the maximum coverage range of the infrared
homing head with respect to a target with I. (at 5000 K) for photo-

resistors of lead sulfide (1) and lead telluride (2) was construct-
ed in Fig. 3.17 using the formula above. The main characteristics
of infrared homing heads are given in Table 3.8 58, 61, 69, 78,
l 7.

3.4. Onboard Equipment of Aircraft Control Systems

At the present time two completely different directions are
noted in the use of foreign onboard aircraft equipment. The first
is when the onboard equipment is included in separate independent
subsystems (navigation, landing, armament control, and so on),
and the second is when it is included in a single system that
is integrated on the basis of the onboard digital computer (ODC). /161
In the control systems of the F-105, F-106, and Mirage III, the
equipment is used in separate independent subsystems, but in the
form of a single integrated system in the F-111A and F-111B.
Naturally, when the equipment is used in an individual system
its weight proves to be high. At the same time a single integrated
system, in the event the ODC malfunctions, is less reliable than
autonomous subsystems. Evidently, it is most correct to consider
a rational combination of these two directions, namely to put to-
gether a single system on the basis of two or three ODC (for
higher operating reliability). In this case when one of the ODC
malfunctions, the equipment must be used in the individual most
important subsystems. Let us turn to considering the onboard
equipment of various systems.

P

4W Fig. ..17 Ranges of IHH ffnfrared homing
V_. head with two types of photoresistors:

1 -- Lead sulfide
S2 -- Lead telluride

Equipment of command (director) semi-
automatic systems provides semiautomatic

O * I I a i control of the aircraft in complex flight
regimes (flying over terrain relief, take-

off, landing, flight along a route, and so on) using piloting and
navigation instruments, computer, and indicators. Semiautomatic
systems as a rule are coupled with autopilots, forming a single
system of automatic control (SAC).
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The FD-60 semiautomatic system of the Bendix Corporation,
installed on F-111 aircraft, consists of the following: a com:-
mand-piloting instrument (D-300); navigation-heading instrument
(7238); computing instruments; vertical gyro; amplifier; and
control console. The command-piloting instrument provides a dis-
play of the bank and pitch angles in different flight regimes.
The angles of heading, bearing, and deviation from assigned route
and glide path lines are determined with the navigation-heading
instrument. Both these instruments have warning flags which
indicate the status of the gyrohorizon, computer, radio altimeter,/162
and heading system. The computing instrument generates the air-
craft control laws. The weight of the entire system is 14.2 kg.
The precision of the vertical gyro is about 15'.

The SFS-6 semiautomatic system also consists of command-
piloting and navigation-heading instruments, a computing device,
control'console, and comparator. The latter compares the readings
of the instruments of the pilot and copilot and signals their
failure. The weight of the system is 11.7 kg and the precision
of the vertical gyro is 20' L137, 1717.

Fig. 3.18. CharacteristicsSYZ.vu. A Ar YD .paL D of aircraft vertical gyros
2 2- (autonomous and with correc-

tions from Doppler radars)
.c'v- I TC-1 N KEY: A -- a h , angular minu-

YR-1 c-z! NC- 10 LI-2771
2 61-277 tes

B -- Years

1950 1960 1970 f98 01959 1960 1970 197 C -- Deg/hr
a) Brodbl ) B rodbe D -- ahor' angular de-

e/ c xec E grees
-o z E -- kg fforce7

R -3 " > I Vertical gyro errors

t1217i " h in different flight re-
S16 970 1980 1950 90 97 1980 gimes (without correction'

b) B rodbl d) B rodh -- curve 1, and with correc-
tion from geocentric pendu-
lums -- curve 2) are shown
in Fig. 3.18 a as functions

of the year of manufacture. Here also is given the function of
gyroscope drift (Fig. 3.18 b). As we can see from Fig. 3.18,
gyroscope drift has been reduced by 10 times over a 10-year pe-
riod; but the accuracy of maintaining a vertical with the gyro
instrument has been increased by about three times 3, 137, l77/. /163

Fig. 3.18 b gives the precision of the heading systems as
a function of the year of manufacture, and Fig. 3.18 d -- the
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weight characteristics of elements of vertical gyros (region 1)
computing instruments (region 2) Z/3, 1527, and radar (region 31.
As can be seen, the weight of vertical gyros actually changes
but little, while the weight of computing instruments was reduced
by several times through the use of solid-state elements.

Devices for measuring true airspeed (TAS) and M numbers are
used in semiautomatic aircraft control systems. The accuracy of
true speed measurements within the velocity range from 290 to
2700 km/hr is 5 km/hr, and the accuracy of M number measurement in
the range of 0-2.0 is +(0.002-1) Z55, 1717.

The equipment of automatic systems forms an autonomous can-
trol loop (autopilot), providing flight stability and good air-
craft controllability in all regimes in the automatic, semiauto-
matic, and manual control modes. Also, the autonomous loop must
provide for the execution of pegimes of landing approach coordi-
nated turns, and several other regimes.

The autopilot equipment includes the following: a gyroscopic
sensor measuring the angular velocities of the aircraft, sensors
of flight altitude H, M number, and velocity head q, accelerometer,
amplifier-converters, and control-surface drives. To improve
flight stability and controllability, the loop contours are
adjusted as to flight altitude H, velocity head, and M number by
a programing mechanism.

The programed variation of autopilot parameters throughout
the range of flight altitudes and velocities requires an exact
knowledge of aircraft characteristics and imposes quite stringent
requirements on tolerences for equipment parameters. All this
is difficult to provide for aircraft designed to operate in many
regimes. Therefore, self-adjusting autopilots have begun to be
used. They include the MH-96 autopilot of the X-15 and the
General Electric autopilot of the F-1ll. A system based on a
large gain factor in the system's forward loop is employed in /164
both autopilots. Natural oscillations used to measure the
effectiveness of control devices are induced in the MH-96 auto-
pilot. The F-1ll autopilot operates near the stability limit.
Reference aircraft models are used in these autopilots.

The mean parameters of gyroscopic sensors of anglar velo-
cities and accelerometers are given in Table 3.10 7.

Equipment of inertial systems consists of a gyrostabilized /165platform on which are placed accelerometers measuring accelera-
tions in a three-dimensional reference system; an analog or digi-
tal computer, or a digital differential analyzer (DDA) for inte-
grating accelerations; and a Doppler radar for correction of
the inertial system.
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TABLE 3.10 ANGULAR VELOCITY SENSORS

6- 1 ratural Degree ,
Name a M .. freq . of at- 40

VS=ang.vel. " , n f0,Hz tenua- -I

AVS for AP-28 +18 0.1 80 0.7+0-' 2.6

AVS for AP-6E ±9 0.05 70 0.7+0,1 0.32

Floated AV6 *30 0.06 150 0.7+02 0,57

ET-8 floated ±60 - 400 1.0 0.70
AVS

ACCELEROMETERS

I i HdO t *
Name -P o oca

o > - ' 0 5::-H

Linear accele- to 80 1.10-4 150 - 0.09
rometer LA-800

Pendulum acce- ±20 5.10-5 180 1 - 0.113
lerometer F-2401

The gyrostabilized platform is isolated by means-of a system
of gimbal suspensions from the aircraft's angular displacements.

The gyroscopes sense the angular displacements of the platform and

generate signals sent to the turn motors of the gimbal suspension

axes, which impart the requisite orientation to the platform. The
accelerometers are installed either directly on the gyro-platform,
or else by means of a separate suspension.

The iner+'al sst crror or e error of determining the

aircraft's position) depends on the inertial errors in deter-
mining the aircraft's velocity and position, and also on the
flight time, and is generally determined by the gyroscope drift,
accelerometer error, and the imprecision of gyrostabilizer
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adjustment. Neglecting the terms that allow for the Earth's
rotation, we obtain equations of the gyrostabilizer errors in the
form

.==+ex V+ ' ;

=g(iV t (3.32)

where Cx' y' and 0z are the angles between the axes determined by

computers and the corresponding platform axes;
e E y', and e are the constant rates of gyroscope drift

with respect to the three axes;
x and Z are the drift rates of the horizontal gyro-x y

scope owing to unbalancing (it is assumed that

= 0);
R is the Earth's radius;
V is the level flight velocity of the aircraft;

and
t is the flight time.

For simplicity of solution, we will assume that in the takeoff of
the aircraft, horizontal acceleration is instantaneously communi- /166
cated and V = const. Then the solutions of equations (3.30) are
written in the form

V + gVt2 (3.33)
2R

,= ,(0)+ e.t,

where 0x (O), 4y (0), and oz(0) are the initial erection errors of

the gyrostabilized platform. The errors in the aircraft's posi-
tion are determined by the following equations:

a+ x = - Ay + A,, + Aj; ((3.34)

A# + 02Ay = -- A.*. + A.*x + 6Ay,

where Ax and Ay are the aircraft's position error;
Ax, Ay , and Az are the accelerations acting on the accelero-

meters;
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6Ax and 6A are the errors at the accelerometer input (zero-
drift of the accelerometer, errors in the transmis-
sion factor, the linearity error of the accelero-

2 meter, and so on); and
w = g/R is the Schuler pendulum frequency.

We will consider two kinds of errors: due to zero-drift B and By,
and due to the transmission factor K and K . Then

x y
6A = B, + KA; (3.35)

6A, = By + KAy. I

The acceleration components can be represented as

A, =+ g vt

R
(3.36)gVtJ

A, = g.

Using expressions (3.33), (3.35), and (3.36), and equation (3.34),/167
we get

S+ WAX = -*,(O)g+v.(O) ( 9+ gVR )+

+ Bx- K gV - egt + eJ ( + Vt -

2 R
+_ -K g w'\

(3.37)

Ag+w Ay =-*,(0) (+ g-t+*(o)g

+ By - K- v t X+ egt +

+7 V+! g
2 R ) g.

Neglecting xt and yt compared with gt, we obtain the following
solution of equations (3.37):
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sin so f
AX AX o cos Wot + A o - Y (0) R X

X(1 - coot) +t Z(0) [ V, sin oot + V, X

X s +-(1 -cos oot)- (KVx+

0

g sin t ( t2 ;
* t- 000 V t V X

0

X[ 2 w"- (3.38)

Ay = Ayocos ot + Ao sin oot+ x(O)R X /168

.X (1 - cos ot) - V. (O) Vt + (1 - cos wot)--

-Kg,(t-X _ sin t V.X

X[ --- 2 (1 - cos oot) + NVgt2

We introduce the following notation into expression (3.31):
Ax 1, Ay 1 are errors due to initial errors in measuring aircraft

coordinates;
Ax 2,' y 2 are errors due to initial errors in measuring aircraft

velocities;
Ax 3, aY 3 are errors due to gyrostabilizer adjustment in the hori-

zontal plane 0x(0) and y (0);

Ax4, Ay 4 are errors due to adjustment as to azimuth Vz(0);
ax5' 5 are errors due to the zero-drifts of the accelerometers

Bx, By ;

Ax 6 ,Ay 6 are errors due to the determination of the transmission
factor of the accelerometer Kx, Ky;

Ax 7 , Ay 7 are errors due to gyroscope drift.in the horizontal plane
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Ax 8 AY8 are errors due to the drift of the azimuth gyroscope cz;
and

Ax9 , Ay 9 are errors due to the drift of gyroscope owing to un-
balancing Z, -°

Then-we get

Ax = Ax~ + Ax2 + As + Ax4 + Axs + x6 +

+ Ax-+ &x s+ "e; (3039)

Ay= Ay + Ay2 + Ay3 +&y + AY + Ay +
+ Ay 7 + AYD + Av,

where
Ax, = Axo cos Wol;

AY, = Ayo cos oot;
sin oot /169

yAx = Ai

Ax3 = - (0) R ( - COs Mot);
Ay, = () R ( - cos coot)
Ax, = t= (0) Vrt;
AY, = - V (0) Vat;

Axs = (- - cos oost);
00

co

Ay = - K V -cos ot);

Agy = ,R t sin ef

o

3t=-a - (I -Cos (ot)W2
0
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9

The largest error components are determined by the drift of gyro- /170scope's ex and cy, and by the zero-drift of the accelerometers
Bx and B y; the platform adjustment errors x(), y (0), and z(0);
and by the errors of determining the initial aircraft positionsAx o and yo, and its velocities Axo and Ayo. Fig. 3.19 shows thecurves characterizing these errors as function of the flight timein the horizontal plane with ( = 0.1 deg/hr, Ex = 5-10-5, y() =
10 Ax = 300 m, andayo = 0.3 m/sec. From this figure it is
clear that the main error components of the inertial system aredetermined by the gyroscope drift and by accelerometer error.

04 " I , Fig. 3.19. Error components of the
autonomous inertial navigation system

SO_ I_ KEY: A -- t, min

S--

Fig. 3.20. Block diagram
of aircraft inertial system
KEY: M -- X-accelerometer

N -- Y-gyrocompassBx t+

M Y-eupoIomnac We will assume that
+ ' the block diagram of the /171

W"- t inertial system is of the
form shown in Fig. 3.20,
and then the transfer
functions for the errors
of the velocity components
will be:
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&i (s) -

sB. (s) - geyz (s) + (sKi + KZO) 6 Vx, (s)
s +K(is+(l+ Kz) (3.40)

A (s) =

sB, (s) + ge- (s) + (sKi + K2 0o) 6 V,
s + Ks +( + K) e2o

and the steady-state errors of the system will be

Ai 2 K X Reyz
st.s 1+K2 1(2+ (3.41)

Kt a VY + Rez

For large K2, the error of the INS jnertial navigation system7
is determined by the inaccuracy of velocity input (i.e., 6Vx or

6V y). To refine the aircraft velocity, Doppler radar sets are

used. The resulting frequency difference fd is proportional to

the velocity of the moving transmitter and is inversely propor-
tional to the wavelength A. When a signa reflected from a fixed
point is received at the aircraft, we have'

2V

fD= -os 0, (3.42)

where O is the angle between the velocity vector and the bearing
toward the fixed point. Knowing fD' e, and A, we can determinq
the aircraft velocity by formula (3.42). An actual antenna beam
has some width, therefore the Doppler shift is some frequency /172
band fD' i.e.,

-D= tgeAe, (3.43)
fD

where AO is the width of the antenna bem.

Let us consider the determination of the route velocity Vro
and the drift rate Vd.r using the Doppler radar. On the aircraft
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(Fig. 3.21 a and b)5 , the Doppler frequencies fD.1 (left) and

fD.r (right) are determined by the formulas:

2
D. 1= -(KVd+ K21.C- K3V); (3.44)

fDd.r 2( K4+ K 2V -K 3 V

Here VB is the vertical component of the aircraft velocity; K1 , K2 ,
and K3 are the antenna placement constants

Ki -cos ip sin V2;
Kz = sinip; (3.45)
K3 = cos *i cos V2,

where 01 and 02 are the antenna placement angles (cf Fig. 3.21 a). /173
The sum and difference of Doppler frequencies are determined by the
formulas

4
S r (K2V KVv); (3.46)

4 I
. (-1 .r= K Vd.r .

These relations are valid only for a strictly level flight when
the pitch & and bank y angles are equal to zero. For 0 and y
angles distinct from zero, we have

ro K L4- 2
cosy cos - sin U

+ V cosy sin + cosin +

1 rL (3.47)V= r
d.rK 4K

cosy cos - sin 6
Ks

U l.)siny sin - sin .
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Both of these equations are solved with the route velocity analog
or digital computer. The main characteristics of a number of
Doppler radar sets are given in Table 3.11. Aircraft position
errors can be found with the data of the Doppler system using the
following formulas:

- Fig. 3.21. Determination
P r of route speed and drift
v _rate using Doppler radar

\in

a) b)

ro= ' +2vI (3.48) /176

where 0 ro is the mean-square error of the aircraft's position
as to range (along the heading);

aV is the mean-square error of determination (by the
Doppler technique) of the route speed;

Vr and a are the mean-square errors of the computing instru-

ment in determining the range and sight direction;
and

he is the mean-square error of the system of airspeed
he determination (with respect to heading).

S% Fig. 3.22. Characteristics of the
A B accuracy of the operation of auto-

nomous (2) and Doppler-corrected
2-I \ (1) inertial systems:

'ro

----- O's
"4'k -, KEY: A -- , deg

B -- a ro' percent

C -- Years

S0 1S o 70
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TABLE 3.11 MAIN DATA OF DOPPLER RADAR SETS ZL37, 157 /17

Radia- Antenna Output Conditions of I
Set ion type type datuse Accuracy

Freq. a altitude speed "
MHz _ _ _km/hr

Line Latitude,longi-
AN/APN-66 Pulse 4 ine tude, route 150-21000 130-1300 0,2 ;  330

800 arrays speed, drift t±0,2) pos-.
angle, wind i ion -0.5%

speed

Pulse 4 Line Route speed,1000 1301300 %; 180
;8800 arrays drift angle, 150-21000 130--1300l--0.2; 18

wind velocity t' 0. /
and direction

AN/APN-82 Pulse 4 Line atitude,longi- 150-21000 130-1300 ln-0.2%; 200
8800 arrays tu r-r 0.2°); 

8800drift angle, .2*);
wind direction ition

Sand velocity

Line Route speed, /175
AN/APN.89 Pulse 4 arrays drift angle, 150-21000 130-1400 V 0.2%; 150

8800 beam angle

Route speed,

Pul 4 Flat drift angle,
AN/APN-96 Pulse 4 array wind direction 70-21000 180-1800 VQo.1%; 50

8800 and velocity g(±0.15)

NPN Pulse Flat Route speed,
AN/APN-102 Pu 4 array drift angle 60-21000 i30-1900 Vid-f1%. 40

8800 (0.)

Pulse Lens Latitude, long-
AN/APN-105 itude, route 0-25000 90-2800 Vr-0.5%; 100

9800 speed, drift 2(+ 0*30)

angle,heading
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Characteristics of the operating accuracy of Doppler radar systems
(curve 1) are constructed in Fig. 3.22 using the data in Table 3.11.
Also given in this figure (curve 2) is the accuracy of an autono-
mous inertial navigation system. From this figure it is clear
that the accuracy of navigation systems that are wholly autonomous
(curve 2) and that are Doppler-corrected (curve 1)has continually
been increased through improvements both in the gyroscopic equip-
ment and accelerometers, as well as in the Doppler radar sets.

Analog and digital computers (digital differential analyzers /177
or digital computers) are used in autonomous inertial navigation
systems and Doppler sets. Analog computers consist of the follow-
ing elements: amplifiers, potentiometers, sine-cosine converters,
tracking systems, tachogenerators, relays, gear transmissions,
mechanical plotters, cams, and so on. The operating accuracy of
analog computers is determined by the manufacturing accuracy of
their elements and varies from 0.2 to 10 percent, depending on the
problems solved. An analog computer must have its own computing
device in order to perform each mathematical operation. This
complicates the computer, reduces the overall operating accuracy,
and adds to its weight. Therefore analog computers are not used
in modern inertial control systems.

Digital differential analyzers performing only the operations
of integration and addition have gained wide acceptance. The
sequence of operations performed by the DDA is determined by a
program. Only one command is realized at any one time with the
DDA.

The DDA has a quite simple arithmetic device, whose capacity
is determined by the requirements of problem-solving accuracy.
In the increments Ax and Ay, the solution accuracy is determined
by the formula VaX

Ax =
. ' (3.49)

VY mar

S,
where V and V are the maximum change rates of the variLx max y max
ables x and y. The variables S and S can be calculated using

x y
the following expressions: I

in~t (3.50)

S

where w is the access time; int
N is the number of digits in the register; and /178

k nt and kint are the number of operating integrators.
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Analysis of formulas (3.49) and (3.50) shows that when thereare high requirements for accuracy, the operating speed of the DDA(Sx and S ) is as high as several thousands of calculations per
second, which represents certain difficulties. Additionally, theDDA has the following drawbacks:

a) the impossibility of calculating individual parts of pro-grams at different computational speeds;
b) the absence of devices for storing large masses of data(tables); and
c) the impossibility of monitoring the correctness of theproblems solved.

These drawbacks of the DDA and the limitations of their logiccapabilities in solving a number of combat problems led to the
wider use of digital computers on aircraft, including also innavigation systems. Onboard digital computers used in navigationsystems have serial or parallel adders.

TABLE 3.12 COMPARISON OF ONBOARD COMPUTER WITH DIGITAL
DIFFERENTIAL ANALYZER

Mathematical Mn0
DDA with ser- with paral-operations ial adder lel adder

Integration N 2N2 2N

Summation 0 N

Multiplication I 2N N

The comparison made in Table 3.12 shows that the DDA and theonboard computer with parallel adder have identical operatingspeed, while the onboard computer with a serial adder has a slowerspeed.

Onboard digital computers. The diversity of functions assignedl 7to modern aircraft led to a considerable rise in the variety oftheir equipment (cf Fig. 3.1). Along with systems for navigation,
flight control, and landing, systems controlling sighting devices,armament, monitoring system status, and so on began to be used oncombat aircraft. The control of all the systems is possible onlywhen onboard digital computers are used. Basic data on onboardaircraft computers are given in Table 3.13 L74, 91, 137, 1527.The data of Table 3.13 was useg to construct in Fig. 3.23 a and bmemory capacity and mean speed , per kg of onboard computer weight
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(curve 1) and volume occupied per decimeter 3 (curve 2) as functions/182
of the year the computer was built. Converting from an onboard

computer built with mixed elements (semiconductor devices and
vacuum tubes) to onboard computers using solid-state and film
elements led to an appreciable increase in the memory capacity

and the operating speed, per kg of weight and per decimeter
3 of

machine volume.

-A B
ou,e/r'io KAonuecrnm K Lonepay udn " 'euaf4 A tae

25 0 1/CM -2055 25. 1OO
' G C6400 n6' I k' I' M-2-C " nvm" C "Mel/anwe I

175 7950 1977 190 195 7 969 1970 1980

) E rOi c) E ruOs,

15095 12

a -- Mean speed per kg of computer weight and per decimeter
of machine volume 3

b -- Memory capacity per kg of weight and per decimeter of
machine volume

c -- Required power
d -- Operating reliability
KEY: A -- Number of operations/kg 3

B -- Number of operations/decimeter
C -- Monica I
D -- Leprechaun
E -- Years
F -- Bits/kg, Bits/decimeter
G -- IBM-4RI-TS
H -- Digitac
I -- Leprechaun
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Fig. 3.23. Comparative characteristics of aircraft
onboard computers /~ontinued7

J -- Verdan
K -- P, watts
L -- Leprechaun
M -- Arma
N -- M, hours

Fig. 3.23 c presents the change in the required power of
ODC as functions of year of manufacture. Here the transition to
solid-state and film elements also led to an appreciable reduc-
tion in the ODC required power.

Of great interest are the functions characterizing the rise
in operating reliability of onboard digital computers. The con-
version of onboard computers to solid-state and film elements
meant an appreciable gain in their operating reliability.

3.5. Onboard Equipment of the Control Systems of Surface-to-
Air, Air-to-Air, and Air-to-Surface Missiles

The makeup of the onboard equipment of the control systems
of surface-to-air, air-to-air, and air-to-surface missiles is
quite varied. For example, the equipment of the control systems
of surface-to-air missiles includes the following: homing heads
with gyroscopic drives or tracking systems, amplifier-converters,
ODC, free and damping -gyroscopes, accelerometers, servo units,
power blocks, various kinds of corrective devices, radio re-
ceivers, aerial-burst fuses, and antenna-feeder installations.
The equipment of air-to-air and air-to-surface missiles is sim-
ilar in composition to that of surface-to-air missiles, however
it differs widely in its characteristics.

In this section we will examine the main characteristics of
just the part of the missile's onboard equipment (drives of the
homing head and onboard digital computers) that has the main ef- /183
fect on the characteristics of the entire control system.

Homing head drives are subdivided into gyrostabilized-power,
gyrostabilized with indirect stabilization, and wide-band track-
ing systems. Gyrostabilized power drives can be constructed with
one or two gyroscopes. Fig. 3.24 a shows the gyrostabilized drive/1 84

of the infrared homing head of the Firestreak missile with one
gyroscope.

The optical coordinator of the target consists of a primary
5 and a secondary 1 mirror. It also includes modulating disc
6, infrared energy receiver, and photocurrent amplifier 7. When
the coordinator axis is disengaged from the target bearing, the
torque sensors 2 and 8 coupled with the axes of rotation of the
rings 3 and 4 produce moments serving to precess the gyroscope
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TABLE 3.13 ONBOARD AIRCRAFT DIGITAL COMPUTERS /180

Name of1 Characteristics of onboard comouter

4- o-P type of Time Type of Memory ~ ~ ;
onboard > CIO p 0 P Iobad' ele- wp A add. capa- a E
computer r -nts multip. memory (D aS P ments . P 0ltip0 )

:_ o .o io CW city U. 0e a

Semicon- Magne-
Verdan 1955 U.S. B-52 ductor tic 1024 370 37.2 39.6

A-3J drum

Digitac U.S 02 Semicon- Semicon- 32
Digita U.S.-102 ductor ductor

Lepre- 1 Semicon-I I Ferrite 40
chaun 1957 U.S. ductor 40 cores

Magne-
AN/ASN-24 1963 U.S.C-141 cro- tic 2500 120 16,8 8.

modules drum

Solid cir- Magne-
C-900 1963 i cs 1230 tic 4096 124 158 14.2 /181

cults 880 drumI I

Solid cir Ferrite 1 I
Monika I 1964 Solid12-18 4096- 0- 4.- 4 25-

cuits 42-284 cores 1384 5

Arma 1Hybrid 1.5 Internal
Arma 1964 U.S 221 memory 256- 2 115 17 17.5

circuits Perlnen 11000
memory

IBM-NAA 1964 U.S. .70 cores 1024
Permanen~ 32000

L 0 196 U. S.1memory I__

LC-820 11966 U.S. F106 Integrated 16 Ferritel 177000 160 28 40
Scircuits coresl

MH-390 1966 U.S. Solid 36 1,25-10 Magnetic 2048
. circuits 1 7.5-60 film

HCM-205 1967 U.S. Solid 18 4 4096- 2 100 6 6
_ I I circuits 22 1684 I

IBM -4PI-IC 1967 U.S P Hybrid 16-30 9-18 Thin 8192- 2,5 60 8 11

48--54 film 65000
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Y tY Fig. 3.24. Arrangements
29 A of gyrostabilized drives:

1 y a -- with one gyroscope:
ynpadeen, 1 -- secondary mirror

, J2 -- torque motor of
X a azimuthal channel

3, 4 -- gyroscope rings
S 7 5 -- primary mirror

a zK 6 -- modulating disc
7 -- photocurrent am-

plifier
a) 8 -- torque motor of

angle elevation
channel

S" 9 9 -- terminal amplifier
b -- with two gyroscopes:

S 7 fo f 1, 14 -- torque motors
2, 11 -- outer gyroscope

17 4 rings
o , " 3, 12 -- inner gyroscope

is ' a rings
X 4, 13 -- gyroscopes

S8 5, 10 -- potentiometric
b) sensors

6, 9 -- power amplifiers
17, 18 -- thrusts applied

to coordinator or
antenna

KEY: A -- To control
system

in the direction of aligning the line of sighting with the coor-
dinator axis Z5-7. Precession stops when the coordinator axis
coincides with the direction of the sighting line. If the sight-
ing line rotates at some angular velocity 0 , the optical coor-
dinator will also rotate in the direction of the target, and the
currents of the torque sensors are made proportional to.the pro-
jections of the angular velocity of the sighting line (0y -- with

respect to the azimuth, and 4z with respect to the elevation
angle). These currents arrive at the input resistor of the power
amplifier 9 and further to the missile's control system in the
form of the voltages aMy and iMz"

From Fig. 3.24 a it is clear that there are two coordinate
systems: fixed XYZ and gyroscope ccordinator-associated Ox and
YcoZoo . The mismatch angle in the gyroscopic system is

q= --eco (3.51)
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or
S= - eco.z z(3.52)

qO= ev- eO.y (352)

where Eco.z and c are the signal components with respect to

the corresponding coordinator axes.

The equation of motion of the gyroscopes will be written
as

JA -He =Mco.z . co.y 0. (3.53)
co.y c.z co.z

where J is the moment of inertia of the rotor relative to
the axis running through the center of rotation;

Mco.y' M are the moments of the motors causing the gyro-
co.z scope to precess.

Voltage from the output of the power amplifier is cross-fed to /185
the torque motors, therefore

~TnMcio. b-z ;(3.54)

Ten.y o. - Kenuamy

where Ten is the time constant of the torque motor, and

K is the gain factor of the torque motor.en
The voltage at the amplifier output is associated with the vol-
tage of the coordinator by the following two relationships:

am.z amco. z
Uam.y = nco.y'

where Kam is the gain factor of the power amplifier, and

Uco.y Uco.z are the coordinator voltages with respect to the
corresponding axes.

The equation of the coordinator per se will be written as

u co.Y (3.56)
co. z= c o. z

where Kam is the gain factor of the photocurrent amplifier.

Equation (3.56) was set up without considering the phase shift
introduced by the photocurrent amplifier. Applying a Laplace
transform to equatioris (3.51) - (3.56), we get
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o (s)= Aen ,) (s)+-SE )

o. ) = n U (s) - is E ();
co.y sH(Tern + 1) H co0

, (s) = E, (s))- .);

, (s) = E, (s)- EoSs).

It is not hard to set up the block diagram (Fig. 3.25 a)
based on equations (3.57). The block diagram allows for the
effect of the cross-coupling between the channels with allow-
ance for the effect of the equatorial moment of the gyroscope. /l86
Neglecting this coupling, let us determine the voltage at the
output of the gyroscopic drive

KU Kif(.s + I)sE,(s)
an.s -- s(Tens + 1)H +Keo/n n'

Kco H (Tens+ 1)sE,(s)
~C. Ss(Tes+)H+KKK

A I Fig. 3.25. Block diagrams of the
B W control systems of a gyrostabi-

E lized or ordinary (nongyrostabi-
Sk, ky lized) drive

SD a -- with one gyroscope
S D b -- with tracking drive

F G C C H KEY: A -- ke/(Tens + 1)

SB -- co.z K -- k (T2ns 2+
C co.z e en

A D -- kco + 2 enTens)
c a) am L--u

F -- u amame- 1am.z

t K am
J kA G am

5S, A-~T A~ ) H -- u

b) I -- am.y
co.y

J co
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With steady-state motion, for a constant angular velocity of the
sighting line we have (KcoKam K en)/H 1.0. Then

S = H; (3.58)
am.z Ken

H
am. y t.

The presence of cross-coupling and gyroscope drift produces
errors in the control signals am.z and AUam.y, causing an /187am.z a. 8addedAh overflight of the missile past the target (cf. Chapter
Four)

Au - AM

H (3.59)
an.y en

where A; z and AE are the gyroscope drifts relative to thez Y
corresponding axes. It must be noted that an increase in the
errors Ae z and AEy occurs due to the sinusoidal signal at the
gyrostabilized drive f(t) = aoin t. This effect is most

strongly evidenced for large bearing angles of the homing head.
Fig. 3.26 presents the control errors Au as a function ofam.z
the bearing angle Obe for different ao and o .

Fig. 3.26. False control signals
aewo=U r/sec U in gyrostabilized heads

A as a function of gyroscope drift
la Wf5 sec KEY: A -- AU am.z

/ B -- 4 be' deg

A gyroscopic drive of homing/ o=0;' heads with two gyroscopes is
'sec shown in Fig. 3.24 b. Rings 15

- - and 16 are coupled via thrusts
n.ep d 17 and 18 to the radar antenna

or to the optical coordinator of
the IHH. The platforms rotate
relative to the axes OY and OZ
by the torque motors 1 and 14.

The motor windings receive control signals from the coordinator
output, as a result of which gyroscopes 4 and 13 begin precess-
ing. To compensate for the external torques, unloading motors /188
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8 and 7 are included in the gyroscopic system. Provision of an
unloading channel reduces the gyroscope drifts and makes the
gyrostabilized drive more accurate. Fig. 3.26 shows with a dashed
line the errors in the control signals for a two-gyro drive. Ob-
viously, these errors lead to smaller overflights by the missile
relative to the target.

With a large mass of the antennas or the optical coordinators,
tracking electrical or hydraulic drives are used in the homing
heads. A block diagram of one drive channel is shown in Fig.
3.25 b. To reduce the errors in the control signals from the
effect of the missile's natural oscillations, the drives must be
made in the wide-band version (with cutoff frequences ic = 30-70
sec-1), which poses certain technical difficulties.

Onboard digital computers of missiles. An inertial control
system with various kinds of correction is used in long-range
air-to-surface missiles (Hound Dog, Blue Steel, and others).
These missiles use, as the onboard computing block, onboard com-
puters fulfilling the role of second integrator and an installa-
tion processing data from astro- or radio-correction systems.

3.6. Onboard Devices of Ballistic Missiles and Missile Launch
Vehicles

The makeup of the equipment of a ballistic missile and its
arrangement are shown with the example of the three-stage Titan
IIIC missile (Fig. 3.27). As Fig. 3.27 shows, the control com-
partment of the third stage includes the gyroscopic drive 1 for
rotating the engine chamber of the third stage, an onboard digi-
tal computer 4, and inertial system equipment 5 (gyrostabilized
platform with accelerometers). Hydraulic drive 2 for turning
the engine chamber of the second stage, rate gyro 6, and accele-
rometer 7 are located in the second stage of the missile. In
the first stage are housed the system of hydraulic drives 9 for
rotating the first-stage engine chambers, along with the hydrau-
lic supply system of the first stage 3 and the rate gyro 8.

Gyro instruments and accelerometers of ballistic missiles.
The gyrostabilized platform of a ballistic missile is a three- /189
ring dynamic system (Fig. 3.28). On the gyrostabilized platform
are mounted three 2FBG-2c floated integrating gyroscopes 2 with
intrinsic drift of not more than 0.01 deg/hr, serving as the
sensitive elements of the perturbing moments acting on the sus-
pension axes of the gyro-platform. Also installed on the gyro-
platform are the local vertical sensor 3, a prism for the azi-
muthal erection of the platform 4, and three integrating floated
25 PYGA5 gyro-pendulum integrating accelerometers. These gyro-
scopes, developed at the Massachusetts Institute of Technology
for the Polaris BM, are used in many other ballistic missiles as
linear velocity sensors for stabilizing the mass center of the
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missile on trajectory and for cutting off the sustainer engines.
Additionally, they can be employed as local vertical sensors in

the erection of the gyro-platform in the horizon at the launch

point.

Fig. 3.27. Arrangement scheme of equipment
on the three-stage Titan IIIC missile
KEY: A -- Third stage

SA B -- Second stage
SC -- First stage

B

Their operating principle consists of,

as a consequence of the nonalignment of the
mass center and the gyroscope suspension

79 center due to. acceleration, an inertial
Z moment being induced that causes the gyro-

scope to precess relative to the input axis.

The rate of precession is proportional to
the acceleration, and the turning angle of

the gyroscope is proportional to the linear
velocity.

The turning angle is compensated by the moment required to

maintain the rotor in the assigned position (Fig. 3.29). In
other words, the mismatch angle between the housing and the rotor

of the gyroscope continually tends to zero. The signal is taken

off with an electromagnetic device that simultaneously serves

the function of a gyro suspension.

The gyro-platform rings are controlled by the potentiometers

of gyroscopes 6, amplifiers 8, and torque motors 7 (cf. Fig. 3.28)/=

Temperature constancy is one of the main factors affecting
the operating accuracy of a gyrostabilized platform. To maintain

temperature, the navigation and control systems of the Titan mis-

sileare provided with a liquid coolant system; its heat-exchanger

temperature is monitored with a precision of fractions of a de-

gree. The gyroscopic assembly is combined with the electronics

block, containing the power sources and amplifiers controlling
the servo-drives of the zero-setting of the position of the gyro-

scopes and accelerometers. All these assemblies are swept with

conditioned air during the period of gro.und operations. The

total weight of the gyro-platform is about 90 kg.

Azimuthal erection of the platform is carried out on the /191

ground. In the silo wall is mounted an electrotheodolite re-

ceiving a beam from the main prism located on the ground ard a
beam reflected from a mirror placed on the gyrostabilized plat-
form. The mismatch signal generated by comparison of the direc-

tions of these beams is used to control the servo mechanisms

bringing the gyrostabilized platform into precise azimuth.
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Z Fig. 3.28. Gyrostabilized
Sy platform

5 H

7

AFig. 3.29. Block diagramc D of floated integrating
Pomop > emodysmep opoodamb . gyroscope

KEY: A -- Housing
B -- Rotor
C -- Demodulator
D -- Converter

Let us examine the errors of the gyrostabilized platform dueto gyroscope drift, imprecision of platform erection owing to anerror in the tracking system, and deformation,

We will determine the errors of the gyroscopes in the gyro-stabilized platform by using the arrangement scheme of gyroscopes
and accelerometers shown in Fig. 3.30. The overall accuracy of
a gyroscope is evaluated with respect to the rate of its drift
relative to the input axis

,pi ei + nAm + mA. + qAmAn,, (3.60)i = x, y, Z,
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where Ei is the constant gyroscope drift rate;

kn, km are the coefficients allowing for the effect of the
unbalance of masses;

q is the coefficient allowing for the effect of the
lack of equal ring rigidity; and

An , A are the components of acceleration acting along the
Sm input axis and the rotor spin axis.

The effect of temperature is allowed for by the coefficients

1n and m .

Each term in the expression (3. O) leads to angular errors
in the rotation of the gyro-platform . For example, for the /192
placement of the x axis in the xy plane, we have

p= S (e+, kzAz+, mAy,+ qAz)dt. (3.61)
0

The errors 0xz and yz are determined by formulas similar to
expression (3.61).

Fig. 3.30. Orientation
Z scheme of gyroscopes and

accelerometers on the
A gyrostabilized platform

ZZ-aceepomemp KEY: A--- Z-accelerometer
B -- B-gyroscope

B- C -- Y-gyroscope
Z,-up,-on D -- Flight trajec-

nD o - Y tory
SY-aYepomemp E -- Y-accelerometer

I Y-a1cepoemp F -- X-gyroscope
G -- X-accelerometer

X-oupocon C

iX-acvepoMemp The values of the

XG drift errors of different
gyroscopes are given in
Table 3.14 as a function
of kinetic moment (accor-
ding to D. Yarosh T_ 7).

From the table data it is clear that to obtain small drifts /193
it is necessary to have larger rotor moments and small equiva-
lent shifts. The latter requirement poses sizable technical
difficulties.

The errors in determining missile velocity due to gyroscope
drift are
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due to constant speed

AV,, = (Sezdt) A,dt;

due to unbalance of mass

AVz,= Sk(SkAzdt Ay dt; (3.62)
00

AVz,= S(km:Azdt )Aydt;
00

due to nonequfrigidity of rings
t t

AVx4= S(qzAAzdt )Adt.
00

TABLE 3.14

Kinetic o Weight Angular Drift Equiv. rotorf ftmoment f driftgyrmoment of of rate, moment, displacement,gyros~opeq rotor, deg/hr dynes/cr
g secm /sec g mm

100000 35 0.1 0.05 43.2'10-6
100000 35 0.01 0.005 4.32-10-6

2000 000 260 0.01 1.0 100-10-6
2000000 260 0.001 0.1 1.10-6

The platform placement accuracy is evaluated by the formula

pnm = g,.m(0) + EI + p.mAn + rnmAm, (3.63)

where Om is the angular error in the direction of the n axisin the nm plane, and
nm (O) is the adjustment error of the gyro-platform duringthe erection at the launch point.
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Using formula (3.63), let us determine the errors in the deter-
mination of velocity that are due to the angular errors of the
gyro-platform

ten 
/194

AVE, = qxy(O) SAy dt;

'en (3.64)
AVX,=e SA, dt;

0

ten

AVx, = SPZ,,A dl;

ten

AV..= SZX,.Adt.
0

All these integrals are computed to the engine cutoff in-
stant ten* Thus, the maximum error in the determination of
velocity due to imprecision in the direction of the input axis
of the X-accelerometer is

AVx,= AVz, + AVx, + AVx, + AVx, +AVx + AV., (3.65)

The error AV has a major effect on the impact accuracy of

the ballistic missile's warhead on the target.

Gyroscopic sensors of angular velocity (Fig. 3.29) are used
in the stabilization loops of ballistic missiles. They take ac-
count of the existing deformation of the missile as affecting
the stability of the loops. The main characteristics of foreign-
built angular velocity sensors are given in Table 3.15 ZL7.

TABLE 3.15

Meas. Sensi- Natu- Weight,
Instrument range, tivity ralmodel deg thresh. freq., kgsec deg aO,'se 1

sec

T-2008-IA-10 10 - 140 0.4--0.8 750
T-2008-1A-29 30 0.02 120 0.4--1,0 750
T-200-IA-90 90 0.1 240 0.4-1.2 750

Accelerometers. Errors of accelerometers also strongly af- /195fect the impact accuracy of a ballistic missile on its target.
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B. += B .A+k nA k2nA. fkA.i + mnA, + (3.66)

+ mInAmAn + n.Az + nlnAA .,

where Bn is the error due to the imprecise placement of the
accelerometer zero point;

kln is the linear component of the accelerometer trans-
mission factor;

k2n, k3n are the nonlinear components of the accelerometer
transmission factor;

mn1 , nn is the shift of the accelerometer zero point due
to cross-coupling; and

mln, n2 n are the linear components of the transmission factor
due to the cross-coupling effect.

Errors in the determination of missile velocity by one channel
(that is, when Oxy = 0 and 4xz = 0) and with the nonlinear

components neglected are

AVx, = (B. + k,.A.) dt;

t 0(3.67)
AVx. = S(m, + mi.AAx) dt;

o

AV.= S(n,+n lnAzAX)dt.

Thus, the maximum error in the velocity due to accelerometer er-
rors can be determined with the formula

AVxz =AVx, + AV, + +A Vx,. (3.68)

The values of accelerometer errors as a function of pendulosity
(according to D. Yarosh /~) are given in Table 3.16.

Table 3.17 presents the main characteristics of accelero-
meters 777.

Recently, integrating pendulum gyroscopes have begun to be
used in ballistic missiles Z/7. The main characteristics of
the integrating gyroscopes are given in Table 3.18.

Individual error components in the determination of the
missile velocity AVx, AVy, and AVZ -- in actual calculations

-- can be regarded as independent and subject to the normal
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distribution law. Then

S(AVI-8a )2  (3.69)

where aV is the mean-square error in the missile velocity
1  (X, Y, or Z must be substituted for i), and

AVav is the mean error.

In using formula (3.69), the maximum error in the determination
of the velocity must be determined as

AVmax = 3 aav (3.70)

TABLE 3.16 /196

Pendulo- Active Overall Error Equivalent
sit3 of error in

accelero- mass, fractions moment, mass change,
meter, g of g dynes.cm g
g* cm

1.0 1.0 1.10-4 0,1 1000-10-6
1.0 1.0 2-10-5 0.02 200.10-6
80.0 8.0 2.10-5 0.16 160.10-6
80.0 8.0 1.10-6 0.08 8.10-6

* The pendulosity of an accelerometer refers
to the product of its mass by the pendulum length.

TABLE 3.17
T '/197

Instru- Type of 5ensi- Meas. Meas. OWeight,
ment instr- tivi preci- range, 1 g
model ment thresh sion, g secmodel ment old,

F-2401 Pendulum 5-10-5 0.01 ±20 1100 110

LA-800 Linear 1.10-4 - 1-80 - 90
A-141-02 Pendulum 5.10-5 0.01 ± 15 - 200
A-200, " 5.10-5 0.01 ±20 - 75
A-300 "

For higher accuracy of inertial control systems in ballis-
tic missile flight various methods of compensating for the equip-
ment errors are used. For example, the shifting of the zero
point of an accelerometer (this compensation is most often performed
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Fig. 3.31. Main characteristics of
onboard digital computers of ballistic

missiles:
a -- mean operating speed per kg of

weight and per decimeter 3 of
volume of computer

b -- volume of memory per kg of computer
weight and per decimeter 3 of com-
puter volume

c -- required power
KEY: A -- Number of operations/kg

B -- Number of operations/deci-

meter3

C -- Years
D -- Bits/kg 3
E -- Bits/decimeter
F -- Saturn onboard computer
G -- per kg
H -- per decimeter
I -- P, watts
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with Jet accelerometers); supplementary turning of the gyrosta-
bilized platform; and control of gyroscope precession.

TABLE 3.18

Instru- Kinetic Drift, deg/hr
ment moment,inde- 'o-por propor WeightPower,
model gcm2/ endent onal tionalmodel /sec ofg to to g w

g g2

MIG 100 - 0.5 - 220 2.5

00-37 1020 - 0.05 - 2040 -

G-1-H5 30 3 3 0.18 2830 3
O-TI-B 1800 - - - 1590 6

Onboard digital computers of ballistic missiles provide con-
trol of missile flight (implementing the flight program and con-
trolling engine cutoff), monitor onboard and ground system equip-
ment, and so on. The main characteristics of onboard digital
computers are given in Table 3.19. As we can see from the data
in Table 3.19, computers of this class are light in weight and
take up little space. The operating speed of an onboard computer
is quite high and amounts to 500,000 operations per second L127.
Fig. 3.31 a - c presents functions characterizing trends in the
development of computers. At the present time high reliability
indicators of computers have been achieved (the mean error-free /199
operating period of the best onboard computers is 15,000 hours).
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TABLE 3.19 ONBOARD DIGITAL COMPUTERS OF BALLISTIC MISSILES AND MISSILE
LAUNCH VEHICLES

Name of Yr. 9 Name Characteristics of onboard computer
onboard ade of type number time Type of Mem- Ac- Req.
computer r miss- of of add. memory ory cess er

y ile ele- digits multip. capa- time,ments city i sec t, dm3

ABAC 1960 Semi- 125 Quartz 128 80 226.5.S. Atlas conduc- 28 - delay
tors 1000 lines 2048

DJGAC 1963 Semicon 16 Ferrite 64 75 11.8 9.1
U.S uctors1 I cores 2048

D261-1 1965 U.S Integra 12-16 8 Ferrite 8192 50 5.9 -4,8U.S. ted cir- 18 cre
I cuits I cores

D-37B 1965 U.S. inute Integra- 24 Magnetic 6912 30 16.51 20.2man ted clrc. I discs 

Titan' on- 1964 itan Integra- 16-24 150 Ferrite 9742 4 110 12.6 13.
board com- U.S. III ted cir 2000 Ferrite 9742outer ted circ cores

ted circ. 
78 films

nbtoard 1964 Sat- Hybri 28 380 errite 84096 130 34,9 68
computer U.S. urn V tegra- 28
Saturn t ed cir-

cuits

"0



FOOTNOTES

1 The last figure is quite understandable if it is consi-
dered that in a modern civil aircraft there are about 2000
connections; if each of them has T = 107 hours, the mean
time between two failures of tqe entire system due only to
the connections will be 5 - 10 hours. Converting the elec-
tronic circuits of civil aircraft to microelectronic circuits
will permit an increase in the T of all the electronic

circuits to 5 -103 hours (includin the improvement gained by
reducing the number of connections).

The noise factor is expressed in decibels, that is,
10 Ig kno. Noise factors of receivers depend on wavelength.

In actual calculations, the following data can be useful

C:, CM I 2-6 I 10--40 I 100 and above
A, db 10--20 7-14

3 Here z = -2 n F * 2.14 Fp.

In formula (3.42) it is assumed that the displacement
velocity of the transmitter is somewhat larger than the radio
signal propagation velocity.

5 OA and OB are the right and left beams of the Doppler
radar, respectively (cf. Fig. 3.21 a).

The mean operating speed of the onboard computer was deter-
mined in carrying out programs when short operations (addition
or equivalent operations) represent 90 percent, while long
(multiplication) operations represent 10 percent of the total
number of operations.

7 xy is the error of placement of the X-accelerometer in

the xy plane due to drift of the Z-gyroscope.
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CHAPTER FOUR /20.0
COMBAT AND TECHNICAL CAPABILITIES OF CONTROL SYSTEMS OF

AIRCRAFT AND MISSILE COMPLEXES

Combat capabilities of control systems of aircraft and missile
complexes are determined by the kind of mission performed, the
assigned conditions of combat application, and the tactical-flight
characteristics of flight craft. When considering combat flight
craft, the means of armament, nature and intensity, and counter-
measures of the enemy, and other factors are vital. Therefore
an exhaustive evaluation of the capabilities of these complexes
represents a very difficult mathematical problem, whose solution
often cannot be obtained in a final form.

When designing military.systems, combat capabilities of
complexes are evaluated based on deterministic requirements, among
which we can include the lines of interception, practical opera-
tional radius, altitude of combat application, bomb load, time
for performance of combat mission, and so on.

Strictly speaking, their values change randomly from aircraft
to aircraft (of the same model). However, these differences are
so small that they are usually neglected. Foreign military
specialists (LZ34, 170, 1717) use one or two generalized criteria
permitting a comparison of the capabilities of control systems in
evaluating the capabilities of each of the complexes. For exam-
ple, the evaluation of complexes of interceptors can be made on
the basis of the lines of interception with respect to the flight
altitudes of targets. Combat capabilities of multimission
fighters and bombers can be evaluated from their operational
radii with complete payload for adopted types of flight profiles. /2,01
Capabilities of transport aircraft (/Z5 36~) are evaluated by
hauling costs (ton-kilometers in rubles l.

Capabilities of missile complexes Z69 can be evaluated by
the target interception zones if the interception is executed by
surface-to-air or air-to-surface missiles; an air-to-surface mis-
sile complex is evaluated by the zones of possible launch. Capabi-
lities of long-range ballistic missiles /39, 96 are determined by
the types of the flight trajectory for both the missile itself,
as well as its warhead and, in addition, by the warhead character-
istics. The time for executing an assignment -- the interception
time -- is vital for aircraft and antiaircraft interception com-
plexes. In determining its value, the requisite condition of the
equality of the flight time of the interceptor and the flight
time of the target up to the impact (interception) point must
be satisfied. It is called the time balance condition and is
written in the form
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=t - T tin.i , (4.1)
-it

where Tt is the flight time of the target up to the impact point,
and

t n.i is the time required by the interceptor to perform the
successive stages of interception.

Summation is extended over all stages from the instant of
target detection to the instant firing begins or the missile fuse
is activated.

Equation (4.1) allows us to determine several parameters
characterizing both the complexes, as well as the interception
processes. The sum appearing in the right side of equality (4.1)
can be expanded as follows:

Sf e + tpr e + ta p + t ' (4.2)

where tde is the time required by the commander to make a decision
on target interception;

t is the time required to prepare the interceptor from the
pre moment the command is transmitted up to the takeoff; /202
t is the time needed for the interceptor to approach the
ap target; and

tat is the time required by the interceptor to get into a
position suitable for firing and destroying the
target.

The two left terms depend both on the initial conditions
(takeoff conditions) and the target flight trajectory, as well as
on the maneuvering characteristics of the interceptor. In turn,
they can be represented as the sum of several terms, each of which
depends on the parameters of acceleration and climb in the vertical
plane, or on the turn parameters, or else on the parameters and
the selected method of guidance in the horizontal plane.

A .Fig. 4.1. Region of air tar-get interception

The interception complexes
are also characterized by the
interception region. Fig. 4.1
presents the region of air
target interception by air-

L x craft or missile complexes.
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It is bounded by the following surface, whose traces are shown in
Fig. 4.1 by the following lines: DC bounds the minimum target
flight altitude at which it can still be intercepted; AB bounds
the maximum altitude at which the given airplane or missile can
still perform the interception; the ray AO corresponds to the
largest tracking angle of target and interceptor (aircraft or
missile) by radar; BC corresponds to the maximum range of the /203
interception missile or aircraft complex; and OE corresponds to
the minimum interception range. The larger the interception
range for the same initial weight of the flight craft, the greater
are the combat capabilities of the complex.

Now let us turn to evaluations of the combat capabilities of
various interception and attack complexes based on the main
generalized characteristics.

4.1. Interception Lines of Fighter-Interceptors

As already stated, the main characteristic of the combat use
of fighter-interceptors is the interception line, i.e., the maxi-
mum distances from the takeoff point of the aircraft to the point
of air-to-air missile launch or firing of cannon-gun armament.
There are several interception schemes, of which twoare the most
important Z72, 2157.

The first scheme consists of when the interceptor must attack
the target in the shortest time (high-speed interception). In
this case the interceptor flight takes place practically entirely
at top speed. In Fig. 4.2 a-b is shown the flight profile of a
fighter executing a high-speed interception in the frontal and
rear hemispheres. When the aircraft returns to the airfield, it
must have an unspent fuel reserve equal to 7 percent other than
the fuel reserve in the main tanks.

Let us represent the time expended in making the flight for
high-speed interception in the rear hemisphere in the form

t = t + tcl + tac2 + t + t + td.at +ap ac1 1 ac cl lel d.at
+tgl + tl t t , 
g1 .e 2  gl2  la

where tacI is the time spent in acceleration with afterburner to

V = 1000 km/hr;
t cl is the time spent in climbing to the altitude H =

1 10 km with afterburner at V = 1000 km/hr;
t is the time spent in acceleration to M = 2.0;
ac2

tcl2 is the time expended in climbing to the altitude H =

17 kn;
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t is the time spent in level flight at M = 2.0 with after-

1 burner until the moment of target attack;
t is the time required by the aircraft to disengage from
p.a the attack;
t is the time spent in gliding with deceleration down to /2051 H = 13 km, V = 1000 km/hr;
tle is the time spent in level flight at V = 1000 km/hr at

H = 13 km (return to airfield);
tg2 is the time expended in gliding down to the glide path

leg; and
tla is the time spent in flying along the glide path and

landing.
Knowing all these quantities, one can determine the maximum lines
of high-speed interception Rmax when a fighter is sent to the air

on a signal from a long-range radar emitted at a distance of Rfo

from the airfield and with an air target detection range Rdet
600 km (cf Fig. 4.2 a & b):

Rin max = Rdet + Rfo - Vt(tin.cal + tpre + tac1 
+ t1

tac2 + t 12 + tle 
(4.4)

Here Vt is the target velocity.

Here the following condition must be met:

0.07 G = G - (G + G + G + G + G + G +
m.fu m.fu tax ac 1  ci1 ac 2  c12 lel

+ Gd.at Gle3  Ggl2  Gla + Ggl) (4.5)

where Gm.fu is the weight of fuel in the main tanks;

Gtax is the weight of fuel expended in aircraft taxiing; and

Gac1 Gcl ,etc. are the amounts of fuel consumed in individual

flight phases.
High-speed interception lines as a function of target flight alti-
tude when it is attacked in the frontal hemisphere and for a given
Rfo value are constructed based on these formulas in Fig. 4.3 a.

The time spent in flying in ngh-speed interception in the
rear hemisphere is increased by the time needed in making a 1800
turn (cf formula (2.9)) and by the attack time tat:
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Fig. 4.2. Fighter flight profiles in the interception of an air target:
a -- High-speed interception in the frontal hemisphereb -- High-speed interception in the rear hemisphere

c -- Long-range interception in the frontal hemisphere
d -- Long-range interception in the rear hemisphere
KEY: A -- tle E -- tp.a H -- V = 1000 km/hr
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Fig. 4.2, Fighter flight profiles in the :.nterception of
L -- tac an air target /Continued-

M -- V = 1000 km/hr
N -- Interceptor attack zone
0 -- Position of targets

Rin in intercepor
fr fr Rnterceptofrontal hem.sphere

Q -- taac

R -- t

S -- tde + tpre
T -- Airfield
U -- Rfo

V -- R

W -- Disengagement from at'ack
X -- Radar field
Y -- Target

Z -- t
A' __ tat

BI R inr ZRinr = Rinterceptorrear hmsphr'r r rear hemisphcre

tap = t + t+ tat (4.6)

The fuel consumption (4.5) is here also increased by Gtu and Gat.

The high-speed interception lines when a target is being
attacked in the rear hemisphere are also plotted an Fig. 4.3 a /0
in which it is clear that the lines of high-speed interception by
modern interceptors extend to several hundreds of kilometers.

The second scheme consists of when the interceptor must
strike the target at the greatest distance from the airfield deep
within its own territory (long-range interception). In this case
the interception is executed in the radar field of stations, and
the flight is performed with nonafterburner regimes and only on
approach to the target does the fighter use its afterburner
(Fig. 4.2, c,d).
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Af NK_ Fig. 4.3. Fighter in-
terception lines:

-m'--y/2R _ a -- In high-speed in-
2 -20 terception

i - - / b -- In long-range in-1- t ' , terception
1, - I frontal hemisphere

----- rear hemisphere
B C R, * ' F-1118 *-72 KEY: A -- Mirage III

500 1000 Re r 0'O 500 1000 150C In mn B -- With increase
a) D b) D in Rfo

C -- Rfo D -- Rin

The long-range interception lines when targets are being
attacked in the rear and frontal hemispheres are plotted in
Fig. 4.3 b. In the second interception scheme the lines of the
given interception are appreciably longer and are 1200 - 1400
km for the best aircraft.

The combat assignment will be successfully executed by the
fighter-interceptor if the ORAD §pnboard radar/ detects the target
at Rdet and locks onto the target at R o The onboard

ORAD capORAD
radar has a scanning sector in which the air target must enter.
This is attained by leading the interceptor with ground facilities
with given RcapORAD <  hin and velocities Vin and Vt into the

zone of possible aircraft attacks.

The leading error hin of the interceptor using ground faci-
lities is determined by the following formulas (cf Fig. 4.4): /207

9= arcsin (4  in .t);

n= )'Rt + r 2 - 2Rr cos T im;

'h=arcsin rsin(?

( V
Rt+, tr±hA sing

6 = arctan Vi .

Rt : ARt - (R t+ - ARJcos
In.n i

V =tC= t---+ ;(4.7)
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0. = n - V ±ein

Rif ( pos, - - r) cos - (4.7)

where Rin is the initial range from the ground radar to the fight-

er-interceptor; Rt is the distance from the ground radar to point

C1 (impact point); ARt is the error of the radar in determining

the range to the target; ARin is the error of the radar in deter-

mining the range to the fighter-interceptor; fe is the error of
the radar in determining the target azimuth; tin is the error of

the radar in determining the azimuth of the fighter-interceptor;

(e is the error in determining the fighter-interceptor heading;

ein is the true heading of the fighter-interceptor; ein.cal is

the calculated heading of the fighter-interceptor; Vt.cal is the

calculated airspeed of a target; Vt is the true airspeed of the

target; and hin is the error in guidance of the fighter-intercep-
tor.

The fighter-interceptor guidance errors hin are determined

by formulas (4.7) in relation to the initial conditions, ground
radar errors, and the variation of hin as a function of the

quantities Et and (in is plotted in Fig. 4.5 7-g7. From this

graph it is clear that an increase in radar error leads to an
increase in the error in guiding the fighter-interceptor to thb
target, therefore, to an increase in the required capture range
of the ORAD.
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B 1. C9 14 f -Fig. 4.4. Main symbols in the /208
L, -- P a scheme of guidance of an inter-

v e K12 : ceptor to a target
7 KEY: 1 -- Interceptor

16 2 -- Target B1
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Fig. 4.5. Guidance errors of fighter-
interceptor hin as a function of errors

20=,o t and fin of ground radar. Rt = 200

V c  km, ARin =ARt = 3.3 km
=,5 KEY: A -- hin

,0 / B -- Vin/Vt = 2.0

C -- Vin/Vt = 1.5
D -- ct = 'in' degrees

0 10 20 D E efpqte

4.2. Operational Radii of Multimission Fighters and Bombers /209

The high level of equipment of AAD with missile complexes
radically alters the tactics of the combat use of attack aircraft.
Aircraft of this type began to deliver means of attacking ground
targets either at high flight altitudes (close to the maximum) or
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at low flight altitudes (100-200 m), which strongly reduced the

probability of their being hit by antiaircraft missiles and fighter-
interceptors.

A Fig. 4.6. Flight profiles of
IHoo-zoo v=oob- =r, -'/' multimission fighters and bomb-

/c ers
SBe b KEY: A -- V = 1000 km/hr

a) B Rstr
C -- Target

//- D -- R1 str

Multimission fighters
/ 'c \ supplied with bombs and air-to-

\ C surface missiles, and also bomb-
SIen ers can perform flights in

three of the most expedient
b) flight profiles.

The first profile is when the flight is performed entirely at a
low altitude (so-called low-altitude flight). In this case after
climbing to H = 100-200 km, the flight is performed at the velocity
V = 1000 km/hr until the aircraft reaches a distance to the target
L = 80-100 km, after which the flight velocity is increased to Vmax

(usually this is 1200-1300 km/hr). After dropping the bombs and /210
releasing the air-to-surface guided missiles, a turn is performed

and the aircraft returns to its airfield, initially at Vmax

but then its speed is reduced to V = 1000 km/hr (Fig. 4.6 a).

The second profile is when the flight is executed at a high
altitude at the speed V (M = Mmax ) (so-called high-speed, high-

altitude flight). Here the aircraft climbs to H = 10 km, then
executes level flight at V = 1000 km/hr, and again climbs to the

assigned altitude. Flight at the assigned altitude can be performed
at M = Mmax . After dropping the bombs and releasing the missiles,

the aircraft turns around and returns to its airfield also at M =

Mmax . In the leg to the airfield, the aircraft glides 
in and lands

(cf Fig. 4.6 b).

The third flight profile does not differ in any manner from
the second, however flight at Hmax toward the target and the return

to the airfield is performed at M 0.9 (so-called long-range,
high-altitude flight). Fig. 4.7 presents the operational radii of
multimission fighters and bombers as a function of flight altitude.
An increase in the payload weight reduces the operational radii of
attack fighters and bombers and reduces the altitudes of their /211
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SAW Fig. 4.7. Operational radii

IFo - A of multimission fighters
co F-M=i 8-s and bombers as a function
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combat use. Fig. 4.8 shows the dependence of the bomb load
weight on the range of the B-52C bomber, and Fig. 4.9 shows the de-
crease in the flight altitude of the B-58, Mirage IV, and F-104G
as a function of payload weight (bombs and missiles in mountings).

A ,tr Fig. 4.8. Variation in range of B-52C
___ Fbomber as a function of bomb load weight

30 KEY: A -- Gb L~ = bombs7
*20

8 5000 1000I 0 L n

e Fig. 4.9. Variation in combat-
use altitude of the B-58, Mirage
IV, and F-104 as a function of

payload weight:
_ __ Afterburner

F--o-- ,----- Without afterburner
S 4 I i 1 KEY: A -- Mirage IV

B -- G , tons
pay'

2, 4 o s 14og6..r

4.3. Operating Economy of Transport Aircraft

The operating economy of transport aircraft is the mean indi-
cator characterizing the costs of cargo or passenger transportation.
The indicator of operating economy, as is usual, refers to the cost
of a ton-kilometer in rubles /3= , i.e.,
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op
C op (4.8)

where P are the costs of operating the aircraft for one flight
op hour, in rubles/hr; and
H = planned aircraft capacity in tons.km/hr.

The capability of a transport aircraft is determined by its
planned hourly capacity, which depends on the aircraft's payload
and flight velocity. Planned capacity is determined by the formula

n (4.9)
pay pay gr

where G = maximum payload in tons;pay
V is the aircraft's design speed; and
gr

K is the payload factor (based on the standards of the
pay

Civil Aviation Fleet, Kpay = 0.65).

The design aircraft speed can be found by using the following func-
tion:

V = L

(L - Lto (4.10)
Vcr u + W ) + to.C1cru to.cl

where L is the difference between airfields in km;
Lto.cl is the horizontal projection of the route covered by the

aircraft during the takeoff, climb, descent, and landing,
in kin;

Vcr u is the flight cruising speed, in kn; [sic]

tto.c I is the time spent in taxiing, takeoff, climbing, accelera-

tion, descent, gliding, and landing (tto.cl = 15 minutes

for turboprop aircraft and tto.cl = 10 minutes for turbojet
aircraft); and

W is the wing velocity, in km/hr (usually W is taken as
50 km/hr).

The maximum payload is usually indicated in the main technical
characteristics of aircraft (cf Tables 2.7 and 2.8). The payload
can be calculated by the following formula for passenger aircraft:

(4.llN /213
Go =75N+ qN+290 (Vbag qNk

o 176 1 2 0 kg
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where N is the number of passenger seats;
q is the weight of one passenger's baggage (q = 30 kg for main

lines of the CAF /Civil Aviation Fleet and q = 15 kg for
local CAF lines); and

Vbag is the capacity og the baggage and cargo compartments of
the aircraft in m .

Thus, to determine the costs of flights at varying speeds
(formula (4.8)), it remains to determine the costs in operating the
aircraft for one flight hour. In accordance with the method adopted
for the CAF, operating costs per flight hour depend on the amortiza-
tion of the aircraft (P.a, amortization of the engines P ,en' out-

lays for repair and maintenance P ma, fuel costs P fu' and crew wages
P :
c.W

P=1.35K'(Pa.a + P a.en + Pt.e + Pc.w (4.12)

where K' is the coefficient allowing for other direct costs (over-
head costs are allowed for by a coefficient of 1.35).

Individual terms appearing in formula (4.12) are calculated
using the following expressions:

Ca l+K + K rq

Ta  ' (4.13)

Cen +0.2 ( Te n 1 n
P = en
am.en Ten

where Ca is the price of the new aircraft (without engines), in
rubles;

Ta is the amortization, or total service life of the aircraft,
in hours;

ta is the service life of the aircraft between two overhauls,
in hours;

K is the ratio of the cost of one overhaul to the price of /214cap.a the new aircraft without engines (usually, K is taken
cap.a

as 0.1-0.12);
Cen is the cost of a new engine in rubles;

T is the amortization, or total service life of an engine,
in hours;

ten is the interrepair service period of an engine service life,
in hours; and

Nen is the number of engines on the aircraft.
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In the second formula (4.13), the coefficient of 0.2 shows
that the mean costs of repairing an engine are 20 percent of its
initial value.

S. M. Yeger Z3 5 proposes that the costs of an airplane and
an engine (in rubles) be determined by the following relationships:

C = 20(Gemp - Ge
Cen= 7Pto for TJE; (4.14)
C = lN for TBP
en to

LTJE = turbojet engine; TBP = turboprop enging7
OutlVys for repairs and technical maintenance of aircraft and engines
are determined by the formula

Pma = Kmaemp + a-enen to

where Kma is the specific cost of maintenance and repair of the
airframe of the aircraft with equipment installed, in
rubles/hour.ton;

K is the specific cost of maintenance and repair of an
engine in rubles/kg of thrust.hour; and

Pto is the takeoff thrust (for turbojet and turbofan engines,
in kg).

If the aircraft is operated with a turboprop engine, then Nto must

replace Pto in formula (4.14), in hp.

The cost of fuel per flight hour is determined by the formula

fu CfuKfu(Gfl.fu + Gfur) (4.15)fu T 
.f

where Cfu is the cost of one ton of fuel 3 ;

Kfu is the coefficient allowing for an increase in fuel cost
due to the consumption of aviation oil;

G is the total reserve of fuel consumed in the flight, in
fl.fu tons;

Gfu.r is the fuel reserve, in tons; and

Tf is total flight time, in hours.

The corresponding values of variables appearing in formula (4.15)
are determined by the following functions:

to.cl
T = t
ap V + W to.clin.cal 

(4.16)
G =Q Lfl.fu cr~v L - 50 + 0.28 Pto

cru
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where Qcru is the mean hourly fuel consumption at a given altitude

and cruising speed, in kg/hr.

Crew wages per hour of aircraft operation are determined by
the formula

wa Cfl.p Nfl.p CsteNste 17)

where Cfl.p and Cst e are the mean hourly wages of one person of the

flight personnel and cabin attendants, respectively.

The costs C as functions of flight altitude, velocity, and
range (Fig. 4.10 a-d) were calculated based on formulas (4.8),(4.17).
From Fig. 4.10 a, b, and d it is clear that with a reduction in
flight range it is more advantageous to reduce the flight altitude
and to increase the cruising speed, since an increase in fuel
consumption in the level flight phase is compensated by a reduction
in fuel consumption in climbing and in descent. The operating
economy of the aircraft rises with increase in payload (Fig. 4.10 c).

Fuel consumption in transport aircraft calculated for a flight
range L = 3500-8000 km is 30-55 percent of total outlays.
Therefore the use of modern engines with more fuel consumption on
transport aircraft will permit a reduction in the costs of passen-
ger and cargo transportation.

With the transition of transport aircraft to supersonic flight
speeds, the general trend in improvement of operating economy has
been maintained. An increase in range leads to reduction in the
costs of passenger transportation. Fig. 4.11 shows the cost of
transportation as functions of flight range for supersonic air- /216
craft. As Fig. 4.11 shows, by this indicator aircraft of this
type are close to subsonic craft.

To determine the optimum cruising speed, let us use plots of
the variation of the annual income (in arbitrary units) and the
return on capital investments in percent in the operation of a
Concorde type aircraft as a function of Mcru (Fig. 4.12).

The optimum value for crusing flight speed, as seen in
Fig. 4.12, is M = 3.0. Reducing the variation in annual incomecru
and capital investment return at M ru < 3 is accounted for by

an appreciable rise in the costs of the aircraft and in operating
outlays.

The same conclusions about the optimum Mcru value can be

made on the basis of a determination of the maximum range coef-
ficient (Berget coefficient). The Berget coefficient is calcu- /217

lated by the following formula:
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A
CpyI/r. M Fig. 4.10. Costs of

Cpy/ r~ A S , flights of transport
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KEY: A -- Rubles/ton-kilometer
B -- Vcru , km/hr
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E -- Constraint on maximum takeoff weight
F -- Hopt Z/pt = optimum7

B=KIV cru (4.18)
en cru

where K is the lift-drag-ratio;
Ien is the specific impulse of engines; and

Ver is the cruising flight speed.

A
.e.Fig. 4.11. Transportation costs as a func-

tion of range or supersonic transport air-
craft:

1 -- For the Concorde
2 -- For the Boeing 2707
3 -- For subsonic jet aircraft
KEY: A -- Arbitrary units/ton-kilometer

1000 000 5000 7000 r.
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AS B C Fig. 4.12. Variation in annual income
I and return on capital investments in

nueq the operation of the Concorde as a
function of the number M

aspu cru
D KEY: A -- Return on capital invest-
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. E B -- Annual income (arbitrary

a i , units)
C -- Return on capital invest-

ments
D -- Annual income
E -- M

cru

The dependence of B on cruising flight M is shown in Fig. 4.13:
theoretical curve 1, where the B number depends only on velocity;
the actual B number curve 2, and curve 3 that allows for the varia-
tion in the weight of the empty aircraft -- all these curves have
second maxima of Mru when Mru > 2. It is clear from Fig. 4.13
that the second maximum of the B number is observed in the range

2<M ru<3. A decrease in the coefficient B for large Mcr u is

dictated both by an increase in the weight of the empty aircraft,
for aerodynamic heating reduces the effectiveness of the design,
as well as by increasing the weight of assemblies providing for
flight at this speed. The first maximum M = 0.8 (cf Fig. 4.13)cru
corresponds to the earlier obtained data on the costs of flight
in a subsonic transport aircraft (cf Fig. 4.10 a and b).

At the present time, in the development of transport aviation
a trend has been noticed abroad of building the same type of air
craft suitable for use in civil and military aviation. The most
typical representative of this type of aircraft is the Lockheed /2.18
C-5A. Characteristics of the Lockheed C-5A are shown in Table 4.1.

Fig. 4.13. Range coefficient B as a function
B of the Mcr u number

A

181
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TABLE 4.1

Versions of the C-5A Pay- Maxi- Take-
load, mum off

and its loadings tons range, weight,
km tons

Military transport (650 10200 330
armed soldiers & truck) 50 10200 330
Passenger (902 seats in
economy class gr 667 seats - 5506 376.4
in first class)
Cargo-passenger (cabins
w/bathrooms, first class, - 9000
tourist class)
Cargo with design-thrust
engines 110 - -
Cargo version with instal-
Jation of bigger engines 150 3700 -
wit4 thrust of 22,700 kg, 136 5500 -
each)

For the Lockheed C-5A in the cargo version, we can distinguish/219
two regions based on parameters, aircraft loading, and the minimum
flight range (Fig. 4.14): economically profitable and economically
unprofitable operation. From Fig. 4.14 it is clear that the opera-
tion of the cargo version of the C-5A aircraft over long lines is
economically profitable even when there is considerable underload-
ing.

4.4. Zones of Possible Air-to-Air Missile Launch

Zones of possible launch are determined by the motion para-
meters of the fighter-interceptor and the target; by the error in
guiding the fighter-interceptor to the instant of missile release;

by the missile velocity; by the range of the radar and the RHH
radar homing heag; by the turn angles of the antennas of the

radar and the RHH; and by the guidance methods of the fighter-in-
terceptor and the missile.
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Fig. 4.15. Main symbols in the
scheme of target interception in
the frontal hemisphere and the
release of an air-to-air missile
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To construct the missile release zones, we must find, by /220
calculation, the distances from the fighter-interceptor to the
target at the instant of missile release as a function of the
heading angles, range, and flight time of the missile until it
encounters the target. By plotting the calculated values on a
polar diagram we get the zones of possible missile attacks 257.
Fig. 4.15 g2 gives the main symbols used in calculations and
in constructing the zones of possible missile launch. Let us set
up several mathematical relationships on the basis of the symbols:

Ma = arcsin (-tsinq t) ;
Vin

1,= arcsin (Vmt.sin t);

= Rt (4.19)
cosTI +sinTlactg pa,
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RtVtcos Vpt I
V -= V _ X

X 1(Rt h2(n V2 )+ R2 VZ Cos2 9 ;

rsin t t

h.
=a--rctan - ;'

B sinT Vtt;

sin Tt

B .-arccos ( 2r + + )
in in

vy, = a- P; ev, = - a - P;

S(Pi=la- nm+eVT 5zS; rt - 2- ,

in ng

g=rtu 2(1- cosq); 6 = (4.19)

o =7 -~Ft- -- ev; qn= Rtsin t-ycosa; /221

n- Rtcos at- y sin a - K n. cal

4hor = a+ ev,; R = D + '2a n i in

where rm, 7a are the lead angles of the air-to-air missile and the

aircraft, respectively;
t is the flight time of the missile to the impact point;m
fV is the angular error of guidance;

t is the time expended in the approach of the fighter-
interceptor and the missile given in condition that
a minimum miss is attained;

R' is the range between the fighter-interceptor and the
m target after correction by the aircraft of the error

of guidance to the target;
Rm is the range of the missile flight to the impact

point with the target given on condition that the
missile launch occurs at the instant of impact;
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rtu is the fighter-interceptor turn radius;

n is the g-load of the fighter-interceptor during the turn;
and

4hor is the turn angle of the fighter-interceptor antenna as
to azimuth.

The system of equations (4.19) is solved by numerical methods;
the functions obtained as a result of the solution are shown in
Fig. 4.16. The fighter-interceptor attack zone in the horizontal
plane, shown in Fig. 4.17, can be constructed with these graphs.
Curve 1 is bounded by the target lighting zone of the ORAD for the
launch of an air-to-air missile, and curve 2 is determined by the
range of the ORAD. The fighter-interceptor attack zones have been
constructed in Fig. 4.17 without the constraints imposed by
the conditions of disengagement of the interceptor from the
attack /~l17. Ordinarily these conditions impose constraints on
curve 3. The expansion of the fighter-interceptor attack zones /223
can be obtained by increasing the turn angle of the radar antenna
to 0hor = 800, by changing the aircraft homing method, or by extend-

ing the range of the ORAD (the zone is hatched in Fig. 4.17).

ab I Fig. 4.16. Functions character- 2 2 2
80 -s izing the homing of fighter-in-
B B ro6 1 terceptor and air-to-air missile:

.1 z a -- Antenna turn.angle as a
I• , ? K - function of target heading

~J--fedeowe bE 8 b -- Interceptor and missile
fte n ,uI lead angles as a function

20 AomNa. e, 4-so. of target heading
I F c -- Ranges of direct visibi-

0 2 +0so zpod J so d lity of target after
a) d, correction of the error

G D in the guidance of the
l , interceptor as a function

S ~, of target heading
S.0 d -- Time expended in correct-

B A ing the sighting error as
0o 5 . a function of target head-

F1 ing
H F e -- Missile flight range to
Be b. eKn b 0 wd encounter with target as

= , a function of heading
SD Jf -- Missile flight time to

encounter with target asIs I a function of heading
20

iSn !KEY: A -- 4 hor' deg
5 B:I B-- R =10 km

C-- = 600
4 O SO y, zp V 200 40 60ad D hor20

f) D -- Rt = 20 km
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E -- Maximum values of hegding dictated by the maximum antenna
turn angle 0hor = 60
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G -- a' 7m' deg

H -- Rin
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J -- Rm
K -- tm, seconds

From this figure is also clear that the homing equipment in-
stalled on the interceptor, for Rcap = 20 km, does not provide a

circular zone of aircraft attack (cross-hatched), but this leads
to the interceptor being led to this zone at a certain probability
W ap (cf Chapter Six).

Fig. 4.17. Zones of possible fighter-
sA interceptor attack of target for a

. limited turn angle of ORAD antenna,
Shor = 600

/ KEY: A -- t = 90

SB -- hor = 600
hor

I C -- Zone of interceptor attacks
ma ama at R = 40 lan

nepex5amvuO cap
D npu r,1 c. D -- hor = 00

20 -- =
JonanypG Paem F -- Missile launch zone

G -- Rin

The fighter-interceptor possesses a zone of possible attacks
also in the vertical plane. The method of constructing the zones
is similar to the one examined above. It must be noted that in
practical calculations the system designed it determines two zones
in the horizontal and vertical planes " , although actually one
three-dimensional attack zone exists. e zones of three-dimen-
sional attacks are determined with refinement of the homing laws
of the fighter-interceptors at the stage of preliminary designing
of aircraft homing systems. In this case the parameters of the
homing systems are selected with allowance for the effective noise
(interference) acting on the systems.

Now 2et us turn to determining the zones of possible air-to-
air missile launch. The final section of the zones of possible
aircraft attack is the initial section for the missile launch zones
(stressed in Fig. 4.17 by cross-hatching).
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Knowing the characteristics of the variation in missile flight
velocity (or calculating it by formulas (2.20) and (2.21)), let us
determine the missile flight trajectory by the formulas

Sdt
x = Vcos (gn ST) dl; /224

o m (4.20)

Y= SVmSin (gn SM) dt.

In Fig. 4.18 is plotted the corresponding characteristic
obtained by the numerical integrat on of expressions (4.20). The
lines of equal values of tm , n = V/grtu , and M are plotted by the last
two formulas of the system of equations (4.19). The corresponding
construction for n is performed in Fig. 4.19 a. By placing a
transparent sheet (with Fig. 4.18 printed on it) on Fig. 4.19, let
us find the points of interception equal in time (i.e., t = t')
for different initial missile flight directions Vm (coinciding

with the target heading). By joining different values of these
points with a curved line, we obtain the zone of possible air-to-air
missile launches. The boundary of the zone is constructed in
Fig. 4.19 a with a solid bold-faced line.

If fighter guidance is executed at the lead point of the
encounter of the missile with the target, then we must allow for
the lead angle by means of the formula

m= arcsin (Kt) sin 4. (4.21)

Here the initial bearing to the target must be directed by allowing /226
for the angle 7m (cf Fig. 4.19 c). Under the second guidance

method, the missile launch zones are enlarged.

A f-2 Fig. 4.18. Launch range of air-to-airA t€ missiles with different time interval

i KEY: A -- tm = 22 seconds
A B B-- t = 2 seconds

B

187

C'/'



B t'=20C
/ t20c D t20

pF-L tz'= B 2so

812 306 7 8" 01/12 R-n 1 2 345 ' 8 / 011/2z RkrN
ge b A E E

a) " ,b)

0123 5R* 0 12Rp Ir
.4eb A E E

C) d)

Fig. 4.19. Zones of possible air-to-air missile launches:
a and b -- For the flight of a fighter-interceptor along a pursuit curve (a -- in the
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The launch zones shown in Fig. 4.19 a and b were constructed
in the horizontal plane. Launch zones can be similarly constructed
in the vertical plane (cf Fig. 4.19 in c and d). If the missile
has good roll stabilization, two types of zones can be used (in the
horizontal and vertical planes). In the event of adequate missile
roll stabilization, the three-dimensional attack zones must be
used.

4.5. Zones of Possible Air-to-Surface Missile Launch

The zones of possible launches of air-to-surface missiles are
mainly determined by the missile parameters, flight characteristics
of the mother aircraft, and the parameters of the onboard equipment
of the aircraft and the missile providing for its guidance to the
target. If the air-to-surface missile has a long launch range and
its control over the initial flight phase is executed by command
from the mother aircraft followed by a transition to homing, the
mother aircraft must execute the flight so that the required
law of missile guidance is held to in'the missile flight over the
first stage. After the transition to homing, the aircraft can
perform the flight independently of missilemotion. To construct
zones of possible launches of air-to-surface missiles under this
combination guidance method, equations similar to (4.19) can be
used. The corresponding zones of possible launches in the vertical
plane are constructed in Fig. 4.20 a, and in Fig. 4.20 b -- for the
horizontal plane.

When the guidance method is varied (inertial guidance in the
initial phase and homing in the latter phase), the navigation
control system includes a computer to which data on the location
of the missile and the target is computed, and the required para-
meters of the missile flight trajectory are calculated from these
data. The inertial system permits varying the missile motion para-
meters within wide limits so that it can fly the hop to the target
other than at low altitude, or else dive from high altitudes.

A change in the guidance method leads to a change also in the/ 2 27zones of possible missile launch. In Fig. 4.20 c are plotted the
zones of possible air-to-surface missile launch under the combined
guidance method (in the initial phase missile flight occurs with
an inertial system, and in the final phase -- by homing). Launch
zones with the missiles sent at high altitudes are constructed
in Fig. 4.20 c with solid lines, and the launch zones during
flight at low altitudes are indicated by dashed lines.

Semiautomatic control systems control air-to-surface missiles
with short ranges in tactical-mission flights. The pilot or the
operator tracks the target and the missile and, by shift-
ing a lever, issues commands to the missile and guides it to target.
In this case the missile launch zones are appreciably affected by
the characteristics of the semiautomatic control system (the
sighting devices of the mother aircraft, the frequency on which
the commands were sent, and the aircraft piloting techniques).
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Fig. 4.20. Zone of possible air-to-surface missile launch:
a -- In the vertical plane
b -- In the horizontal plane
c -- Under the combined guidance method
KEY: A -- Mother aircraft
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D -- Zones of attacked target
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F -- Air-to-surface missile
G -- Zone of target strike with high-altitude missile

flight
H -- Zone of target strike with low-altitude missile

flight

Air-to-surface missiles with passive homing head directed
toward ground radars have launch zones that depend on the parame-
ters of the missile, homing head, frequency of interruptions in /228the operation of the ground radar, and the initial error in
measuring the radar bearing. When there are sizable errors in
the radar bearing angles, the missile homing errors become greater
and their launch zones are severely narrowed. To expand the
launch zones of missiles with passive homing heads, in the opinion
of foreign specialists, it is useful to use inertial guidance sys-
tems on the missiles, providing the release of the missiles in the
coverage zones of the ground radars. Use of television guidance
facilities for glide bombs and missiles also permits enlarging
their launch zones, since after the launch of a missile or the
dropping of a bomb from an aircraft they become almost indeendent
The latter application simplifies piloting and reduces the require-
ments on the leg of the mother aircraft's attack disengagement.
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4.6. Zones of Possible Interception of Air Targets by Surface-to-
Air Missiles

Zones of possible interception of air targets are determined
by the range of the radar facilities of the antiaircraft complex,
missile flight speed, the values of its longitudinal and lateral
g-loads, the guidance method, and also the target flight velocity
and its maneuverablity. An increase in the speed of a target for
a fixed detection range leads to a narrowing of the zones of pos-
sible interception by a missile.

The dimensions of the zone of missile interception of air
targets are confined by the following limiting altitudes: maximum

m max and minimum Hm min (Fig. 4.21); limiting ranges Dm max and
Dm in; and by the limiting lateral parameter +Z (for the
interception zone in the lateral plane). The dimensions of these
zones are also limited by the tactical-flight characteristics of
the missile and the conditions of its impact with the target.
These characteristics are usually considered to be the following:
minimum missile speed in its encounter with the target V inm min
maximum and minimum values of available g-load nm max and nm min;
maximum operating time of onboard equipment and minimum flight
time tm max and tm min; missile launch angles em max and em min;
maximum allowable angles of missile impact with a target Oim max;
and maximum bearing angles 4max*

The maximum range of the interception zone is determined by
the values of Vm min and tm max* The minimum speed Vm min is
dictated by the requirements of insuring the aerodynamic stability
of the missile, and matching the characteristics of the proximity
fuse and the warhead. The maximum flight time t is restrict-m max
ed by the reserve of reaction mass on board. The maximum altitude
of the zone Hm max is determined by the minimum available g-load

nm min affording the possibility of guidance in the interception
of high-altitude targets.

The minimum altitude Hm min is often dependent on the capabi-
lities of the operation of the onboard equipment of the missile
against an Earth background. The minimum range of the zone is
determined by the minimum flight time of the rocket, which in turn
is determined by the initial launch errors, the duration of the
dynamic processes of selecting these errors, the instant of separa-
tion of the launch stages, the range at which the safety system
is released, and so on. The minimum range can also be determined
by the limited launch angles e m and the maximum available g-load

m max"
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K B Fig. 4.21. Typical zone
17p maz of possible interception

A of air target by antiair-
craft missiles

G KEY: A -- H
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D M " H/ m min
DuI' Rp G -- t =t= B Tm max
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Some boundaries to the strike zone can be dictated by the
allowable missile-target impact angles and the target bearing
angles. Restricting the target bearing angles can be related to
the maximum bearing angles of the missile homing head. There arealso other restrictions affecting the geometry of the interception
zone, therefore before zones are constructed all limitations
intrinsic to the given type of missile must be analyzed.

A simplified method of constructing maximum zones of missile
interception of air targets amounts to the following. The ballis-
tic-flight characteristics of the missile along reference trajec-
tories corresponding to the method of guidance of the missile to
the target are determined. Here it is assumed that the reference
interception trajectories of nonmaneuvering targets at the farboundary of the zone are practically independent of the guidance
method. Therefore to evaluate the far boundaries arbitrarily
linear trajectories characterizied by a constant angle of inclina-
tion to the horizon 0 can be used.mo

The velocity of the missile V(t) or V(R) along the reference
trajectory is determined by the value of the so-called g-load
trajectory

n =n -n -nm.tr m m.flu m.p

where nm.fluis the g-load caused by fluctuations in the control
signal, and n is the g-load caused by drifts of the missile'sm.eq
onboard equipment (drifts of the homing head gyroscopes). Then
the missile flight equation is integrated by numerical methods:
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dV (4.22)
m 4) L- Pm - X (n - G

where P is the projection of the engine thrust on the X axis
m coinciding with the direction of the velocity vector

V ;
X(nm.tr) is the aerodynamic drag dependent on the lateral g-load

along the trajectory; and
Gm is the projection of the weight on the X axis.

Equation (4.22) is integrated from the instant of launch to
the instant at which one of the missile indicators constraining
the far boundary of the zone and the maximum altitude at the far
boundary is attained -- tm max' Vm min,. and nm min. The last

parameter nm min requires that we calculate the available g-load

of the missile along the reference trajectory

g ma(t)g'

where Y(6max) is the lateral lift of the missile, corresponding to /231
the maximum deflection of the control devices 6 and dependentm max
on the missile flight regime.

The near boundaries of the interception zone are strongly
related to the missile guidance method and the initial launch con-
ditions. Guidance methods in this case can be conventionally
divided into two groups. The first includes guidance methods
allowing the motion of the missile along the entire flight trajec-
tory at the limiting maximum g-load nm max without guidance dis-

continuity. These methods can include the method of proportional
navigation with homing. The second group is characterized by
discontinuity of guidance if at some point of the trajectory the
required g-load exceeds the available g-load. This principle is
characteristic of the matching-curve method of missile guidance.

Constructing the near boundary when the missile travels along
a trajectory at maximum g-load nm max proceeds by the technique of

integrating a system of equations including equation (4.22) with
n = nm max (4.23), with reference to the kinematic equations

H = Vmsin O8; (4.24)
m.hor VmcOS O2

The initial conditions with t = 0 are taken in the form
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Ho = ; v = 0; V = 0; (4.25)
Oe= Omna. or On= mn

If the maximum g-load of the missile nm max is limited not by

the maximum deflection angle of control surfaces 6m max, but by the
strength conditions of missile structure and equipment, i.e., nm max
nm* then instead of equation (4.23) we have

(4.26)

When a missile is guided by one of the methods in the second
group, the calculations are somewhat more involved. In this case
it is necessary to specify a specific target trajectory and inte-
grate equations (4.22) - (4.26) jointly with the equations of /232
target motion

Rhor. t (4.27)

and the guidance method relating, for example, the required g-load
nm with the position of the target Pt and of the guided missile

PM relative to the guidance station:

m(f) = nlPt pd. (4.28)

If the time-variable required g-load of the guidance method
at any point on the trajectory exceeds the available g-load, inter-
ception at the given initial target position becomes impossible.
By calculating several trajectories with the initial target posi-
tion being varied, we obtain the limiting trajectory for which
the method is realized, and the required g-load attains the values
of the available g-load only at a single point.

The boundaries of the limiting interception zones in the
horizontal plane can also be determined in accordance with the
method outlined above, by allowing for the three-dimensional geo-
metry of the trajectory.

The attack zones of maneuvering targets become narrowed,
since a target maneuver causes an increase in the required g-load
of the mi.ssile and the corrcsponding reduction in its velocity,
associated with induced drag. Prolonged maneuvering of the target
with a high g-load nm can lead to the target going beyond the

bounds of the zone of missile attainability. In this case the
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launch zone becomes narrowed, which ensures the impact of the
launched missile with its target.

For an approximate estimate of missile launch zones for a
maneuvering target, in several cases an approximate method is used,
assuming the target maneuver to be planar and constant and deter-
mining the missile trajectory with reference to the g-loads dic-
tated by guidance method. Here the order of determination of the
interception zone boundaries remains unchanged.

In the last stages of designing, the attack zones are refined
by a technique using the complete system of equations describing
the motion of a missile and its target, with reference to the
guidance method and the full set of constraints. Integration pro-
ceeds, as a rule, with computers, and the algorithm of determining
the zones allows for the necessity of sorting through the /233
initial interception conditions to specify the conditions which
correspond to the final constraints adopted. In Fig. 4.22 a are
constructed the zones of possible interception of Nike-Hercules
missiles at Vp = 1200 and 2600 km/hr. Also given here, in Fig.

4.22 b, are the interception zones for Hawk missiles, and in
Fig. 4.22 c, for Chaparral (curve 2) and Redeye (curve 1) missiles.
Fig. 4.23 presents the zones of possible interception at Vt =

1200 km/hr for different kinds of missiles (based on the data in
Table 2.13).

Hxx

111M

A ,20 45

B . " 8 Lm

A9 a1f WLN5 M a. b) 20 fOLnrM

Fig. 4.22. Zones of air target interception by antiair-
craft missiles:

a -- For the Nike-Hercules missile
b -- For the Hawk missile
c -- For the Chaparral and Redeye missiles

195



Fig. 4.22. Zones of air target interception by antiair-
craft missiles /Continued7

KEY: A -- Vt = 2600 km/hr

B -- V = 1200 km/hr

5# Fig. 4.23. Comparison of
interception zones for dif-
ferent antiaircraft mis-

O siles:
1 -- For the Nike-Zeus mis-

29. sile
2 -- For the Bomarc missile
3 -- For the Nike-Hercules

missile
4, 5, 6 -- For the Hawk,

o 50 10 150 2gz 250 300 L35fA Chaparral, and'Redeye
missiles (cf Fig. 4.22
b and c)

4.7. Flight Trajectories of Ballistic Missiles

The trajectory of a ballistic missile can be divided into
three characteristic phases. The first is the so-called powered
phase over which the missile is accelerated to the velocity re-
quired in magnitude and direction. It lies in the region of space
where the aerodynamic effects of the environment cannot be neglect-
ed. The powered phase forms the entire flight trajectory of
the missile, and random factors acting on its extent have a pre-
dominating effect on the dispersion of the motion parameters and
the point of impact. Therefore in part in several cases it is the
only phase in which the missile motion is controlled. But if the
missile flight is controlled also later on, guidance over the
powered phase is still given decisive importance.

Since long-range ballistic missiles have as a rule two
powered stages, there can be thus two or more powered phases in
the trajectory. Sometimes from the conditions of construction
of the optimal control law, these phases of motion with booster
engine running are alternated with the segment of the ballistic
trajectory along which only passive forces act.

The second trajectory phase -- the ballistic -- lies at con-
siderable distances from the Earth where the atmospheric effects
can be neglected. It is the longest and the farthest removed
from the Earth; the length of the ballistic trajectory and the
timeof motion along it are almost equal to the entire length of
the trajectory and the flight time of the ballistic missile.
As a rule, the missile is not controlled over this phase.
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The last (third) flight phase is not long and again passes
through the atmosphere. Atmospheric influence, dissipative and
aerodynamic, most fully marks this phase of motion. The
trajectory here can also be affected by random actions that are
considerable in magnitude, whose effect -- just as the effect of
the preceding random factors -- must degrade the system of naviga- /235tion and control.

The planar motion of the missile is described in a system of
polar coordinates shown in Fig. 4.24.

Fig. 4.24. Parameters of the flight
ha ̂trajectory of a ballistic missile:
1 A -- Launch point

K -- End of powered phase
R -- Mean Earth radius

2 hk -- Altitude of missile at instant of
engine cutoff

hA -- Altitude of missile at apogee

LA -- Flight range over powered phase

LC -- Flight range over atmospheric
phase

KEY: 1 -- Point of imaginary landing
(neglecting atmospheric ef-
fects)

2 -- Range of ballistic flight phase

The projection of the total missile flight range on the Earth's
surface is

L=LA + LB+LC

where LA, LB, and LC represent the projections onto the Earth's

surface of the powered, ballistic, and terminal trajectory
phases.

Since LB>>LA + LC, then to the first approximation we can

neglect the extent of the projections of the first and last phases.

Thus,

L LB== 29R, (4.29)

where 4 is the central angle shown in Fig. 4.24 a, and
R is the mean Earth radius (the radius of a spherical

Earth).

An infinite set of ballistic trajectories can be drawn through
the initial and terminal flight points. They will differ by the
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magnitude and the direction of the velocity vector at the initial
point of the ballistic phase, i.e., by the conditions at point K /23
(Fig. 4.24) of the end of the powered phase.

The relationship between velocity VK, the angle of its inclina-

tion to the horizon k , the altitude of the end of the powered
phase hK, and the angular flight range 20 is expressed by the rela-

tionship f, 67

S1 - cos 29
r= rr _ 1] CO oK (4.30)L.- cosX -Ojr cos (29-Ox)ICosOx

Here p = fM, where f is the gravitatignal constant, and M is the
mass of the Earth (-= 398,600 m /secL);

rz = hx+R = R ( +.):

Referring to equality (4.29), the function VK(eK, LB) shown

in Fig. 4.25 a can be constructed with the function (4.30). Among
these trajectories can be found one characterized by the lowest
energy outlays.

Actually, the energy outlays are equal to the sum of the
kinetic and potential energy at point K; they are determined by
VK -- the velocity at the end of the powered phase, and by hK
-- the altitude of this point over the Earth's surface. Neglecting
the quantity hK < hA, hK R (hA is the altitude of the apogee,

the farthest removed point from the Earth), we can to the first
approximation assume that the minimum energy is proportional only
to the minimum VK and will depend only on the angle of inclination

of the velocity vector to the horizon.

In Fig. 4.25 a pointswith minimum e are marked by circles.

From (4.30) we can find the value eK = KE, yielding VK

(VK)mi
n

tan 20K sin 29q
cos 29 - (4.31)

The dependence of the optimum angle e* on range for different
values of the parameter hK/R is shown in Fig. 4.25 b (based on Z,
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3, 67 . Neglecting the value of hK/R compared to unity, we get the

simple expression 4- +
4

Fig. 4.25 c shows the dependence of the missile flight time over
the ballistic phase of the trajectory on the angle eK for different

LB values. The circles indicate the flight time for the trajec-

tories optimal in the sense of (VK) min for different ranges.

A tG *

7 0 -JB

N C 40

00 4 8 O 1 Le D
0C)

b)

Fig. 4.25. Flight characteristics of a ballistic missile:
a -- Velocity at instant of engine cutoff
b -- Angles of inclination of velocity vector at cutoff in-

stant
c -- Totalmissile flight time
KEY: A -- VK, m/sec

B -- LB = 20,000 km

c -- LB = 500 km
D -- Deg
E -- e K , deg

F -- L, thousands of km
G -- t, min
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If the second point of the trajectory is "liberated", then by
varying the vector V K , we can obtain a set of trajectories with

different L values. LB is determined in the general case (on the /238

assumption of the Keplerian motion of the missile, which will be
discussed below) from the expression

La= 2Rarctan tanK (4.32)

1 -n+tan OK

1- K(R ) (4.33)
gir(R + hK)

Since hK< R, we can set

R + hKgcR; gK = go,

where g0 is the acceleration due to gravity at the Earth's surface

at point A (Fig. 4.24). By differentiating (4.32), we get a func-
tion for the maximum range LBmax'

LBmax 2= Rarctan-=.

elL ax = = Y -(4.34)

29p/LBma = 2p** = 2arctan

Several characteristics of the maximum range of a trajectory
calculated with these formulas are shown in Fig. 4.26. Due to the
symmetry of the ballistic trajectory relative to an axis drawn
through the center of the Earth and the apogee point, VK and eK
are equal to the values of the corresponding functions of the
ideal trajectory at the point of missile impact (the section B-1
in Fig. 4.24 -- the extention of the ballistic trajectory neglect-
ing atmospheric effects).

One of the two conditions considered: the minimum expended
energy and the maximum range (in addition to a third condition of
minimum dispersion of trajectories, examined below), is the crite-
rion which together with several constraints of a technical
design, and sometimes even tactical nature determine the choice
of the missile's trajectory and control law.

As we know, only one of the optimality conditions can be
satisfied, i.e., the trajectory with maximum range will not be the
trajectory with minimum energy, and vice versa. However, the /239
values of their parameters (and correspondingly the values of the
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parameters at point K) are close to each other. The most important
deterministic (cf Chapter Six) criterion for ballistic missiles is
maximum range.

B A
A B 700
e VK 1 36 - 900

a -7en I28 n o cn70o elo-

C - Mi 8 20
D11 J -' --s o0

O ll 'II I I I I A

Fig. 4.26. Characteristics of trajectories with maximum
flight range:

a -- Dependence of velocity at angle of inclination of velo-
city vector at the instant of engine cutoff on flight

KEY: A - 0 K, deg
B -- km/sec
C -- Minutes

D -- Thousands of km

tory of the missile is determined at point K by these conditions.
Satisfying these conditions is the principal task of guidance and
control over the owered phase. Though its extent is very small
(L = (0.04-0.1)L) and the main parameter determining Lma x is

V * for the angle eK* is associated with it by the function (4.34),
still the flight range Lmax is a function also of the coordinates

of point K, i.e., the altitude and distance of the end of the
powered phase from the launch point. In an approximate examina-
tion, however, we can neglect this effect, thereupon introducing
certain corrections into the results of the calculation.

The velocity of the missile at the end of the powered phase /240
can be determined as follows a7:
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V= V ia--AVi-A - AVs=

F InL Tli-(UTl - )I. (4.35)

Here Vid is the ideal velocity, neglecting the effects of gravity
and atmosphere;

AV1 are the velocity losses due to the effect of gravity;

AV2 are the velocity losses due to the dissipative atmospheric
effects;

AV 3 are the velocity losses due to the atmospheric effects on
the specific impulse of the engine;

g is acceleration due to gravity, g gA;
g* is a dimensionless coefficient characterizing the relative

missile mass. For an assigned initial mass and mass flow
rate of fuel consumption per second

t
+*=1-- ~ (theoretically 0 : * 1<),

where t is the instantaneous time, and T is the total operating
time of an ideal missile for which = 0;

PM is the launch load at the midline;
u' is the imaginary escape velocity of combustion products

o at the Earth's surface, defined by the ratio of the
absolute thrust at the Earth's surface to the per
second mass consumption;

u' is the imaginary escape velocity of the combustion
c.p products in airless space, defined by the ratio of

the absolute thrust in a vacuum to the per second mass
consumption; and

Ii,I2,I 3  are several integrals with respect to the argument t
1i213 or t* characterizing losses AV 1, AV 2 , andAV3 .

For assigned missile parameters, VK in formula (4.35) is

decisively affected by e= O(.*), the instantaneous angle of in-

clination of the velocity vector to the local horizon. The shape
of this function is approximately identical for all missiles and
is shown for several 6K values in Fig. 4.27 a /6 7 . In Fig. 4.27

b is shown the variation of Vid (A) and the variation in absolute /241

AV 1(), AV2(4), AV3 (4), and relative (in terms of true velocity)

losses. The function (4.35), as already noted, is only an approxi-
mate expression of the flight velocity.

An exact solution of the problem of determining the motion

program for a flight at maximum range has thus far not been
obtained. Approximate methods lead to a program for the pitch
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angle 4 = + a(the angle between the longitudinal axis of the mis-
sile and the horizon), with the form shown in Fig. 4.27 c _ .Also in the figure is shown the variation in the angle of attack

Fig. 4.27. Flight char-
acteristics of a ballis-

80 tic missile as a func-
T tion of its relative

weight:
f wr a -- Variation in ins-
0 @tantaneous angle

Sia - of inclination
4 4s 44 42 p. t,? j 4t to for different e

a) * values K
V B b -- Variation in ideal
oar V' velocity and in

a AV c) absolute and rela-
tive velocity

WaX- v losses
4#4 42 c -- Program of varia-

S: tion in pitch
ILt angle for flight

.§y, at maximum range
KEY: A -- e, degrees

A . B -- V, m/sec
b) C - Vid

Takeoff and start of motion are executed with the missile
axis in the vertical direction. Over the phase (t2 , t3 ) the angle

of attack changes according to the law
a=ak(k-2); k=2e4(t-0,

where a is some parameter that is constant for missiles of this /242
class, and

a is the maximum angle of attack for the subsonic phase of
motion.

When the powered phase is fairly long, beginning from the
instant t3 when the intensity of the atmospheric effects diminishes,
motion can occur with increase in angle of attack and constant
pitch angle.

Parameters that are varying in the determination of the flight
program at maximum range are t1 , a, and t3. For a multistage miss-
ile, the general program of the motion of the powered phase is
obtained by combining several programs of the form shown in
Fig. 4.27 c, and the number of variable parameters correspondingly
becomes greater. Thus, control of the planar motion of the mis-
sile over the powered phase is executed by changing the pitch angle
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0. The program for flight for maximum range is determined, in

particular, in the form o. a solution of a variational problem

with assigned control law and assigned constraints.

The main design constraints are as follows _7:

1. Vertical launch and vertical initial trajectory phase.

This requirement is due to the relative simplicity of realizing

this launch and the greatest stability of the vertical motion of

the rocket over the initial flight phase when the control devices

are not yet effective enough.

2. Contin.it of the functions 0(t), 0 (t), and 0(t), and
limitation on (t). This is due to the technical feasibility of

this control law.

3. Constraint on normal g-loads, which is expressed in a con-

straint of the aerodynamic moment and, ultimately, in a constraint

on the angle of attack, especially for high velocity heads.

4. Passage through a region close to the speed of sound (0.8<

M 1.2) at a zero angle of attack, which is due to the 
desire

to reduce to a minimum the effect of the derivatives OC ya and

amz/aa that are varying strongly for these M numbers.

5. Special requirements related to the technical characteris-/243
tics of the given control method and the method of engine cutoff.

6. The minimum number of control programs for flight at dif-

ferent ranges within the given interval.

Above it has already been stated that the majority of random

actions on the motion of a ballistic missile occur for the flight
over the powered phase. These include deviations of the geometri-

cal, aerodynamic, and weight characteristics of the missile from

calculated values, random deviations of the engine parameters, end
of the navigation, orientation, and control systems, departure of

atmospheric parameters from calculated values, and so on. Since

the range of planar flight is a function of four parameters

L = L(VE, Ox, Xr, YK);

where XK and YK are the coordinates of point K, therefore the

effect of random factors on planar flight range is not direct, but

via these parametric changes. Therefore the condition of minimum

dispersion of the range with reference to the effect of the method

of engine cutoff at point K will be written in the form

dL di OL
AL = 6Vjt=tE + 60It: +- T6Xje +

L aL

+ 2L6Y04-t + L 6ti .= (= .36)
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Here 6V, 60, 6X, oY, and 6tK are variations of the corresponding

variables caused by the effect of random factors, L/3t is obtained
by the differentiation of L as a complex function, and the entire
remaining term characterizes the effect of the error in the in-
stant of engine cutoff. The equality 6L = 0 obtained by variation
of the program 0(t) is a necessary condition for the attainment
of maximum range. This variation affects the value of the para-
meters at point K; here the instant of total burnout is fixed.
Therefore the condition of maximum range will be written as

&L= BV f-IK 8 It-tK
aL OL

+ dXJXIt=l : 6YI = 0.
(4.37)

Partial derivatives in equations (4.36) and (4.37) character-/244
ize the effect of variation in the several parameters on flight
range. Fig. 4 .28 'a, b, and c show the change of some of them as
a function of the angle OK for different L values Z3_7. It must
be remembered that the axes L, Y) in a topocentric coordinate
system are selected so that Y coincides in direction with the
radius drawn from the center of the Earth to this point and, there-/245
fore, coincides in direction with pitch. As we can see, conditions-
(4.36) and (4.37) are not equivalent and therefore cannot be satis-
fied simultaneously. The condition of minimum dispersion depends
on the method of engine cutoff (in terms of the quantity AtK).
These conditions can be met simultaneously only if the engine is
cut off not on the attainment of the given combination of coordi-
nates and velocity, but only based on the engine operating time.
This method, however, is by no means the best, since it entails
major methodological errors.

Thus, in selecting the control law for the powered phase, only
one optimality condition can be satisfied, and then the deviation
of the calculation results from the other condition is checked.

In practice some compromise solutions are found, satisfying
several requirements to some extent.

The transition from considering planar missile motion to
three-dimensional motion does not introduce anything fundamentally
new. Missile motion along the ballistic phase occurs according
to the same laws and is described by the same functions as the
motion of artificial earth satellites above the atmosphere.

The functions presented in this section for the determination
of flight range and results of the related calculations reflect
Keplerian motion of a missile, i.e., motion occurring under the
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Fig. 4.28. Effect on flight range of ballistic missile:a -- Flight velocity

b -- Angle of inclination of velocity vectors
c -- Altitude of flight at instant of engine cutoff
KEY: A -- km-sec/mB -- L = 1400 km

C -- L = 20,000 km
D -- Degrees

E -- L = 1000 km
F -- L = 10,000 km

effect of just the force of gravity or a ofateral point (a material
sphere). This schematization of the physical nature is acceptable

only in rough project-planning calculations.

The true figure of the Earth (and thus the true gravity
field) is described by an infinite series constructed with Legen-
dre polynomials. Its principal term is proportional to the polarflattening of the Earth. Neglecting the effect of polar
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flattening can lead to errors in calculating the altitude of the
moving object (for the ballistic missile considered at point 1 in
Fig. 4.24, this will be approximately equal to the error at the
impact point, i.e., the range of error) from several kilometers to
10 km /, depending on the parameters of the trajectory at the
initial point of the ballistic phase. The effect of the next
greatest action, proportional to the square of polar flatten- 1246ng leads to a deviation of the impact point of as much as tens
of meters.

Thus, referring to the possibility of firing ballistic mis-
siles not only at areal, but also point targets (the launch bases
of an enemy and strategic objects), in describing the trajectories
of their motion along the ballistic phase, only terrestrial
gravity must be considered as among the acting forces, by intro-
ducing into the model of the gravity potential terms corresponding
to the first and second powers of polar flattening.

This potential sometimes is called the normal potential; the
figure of the Earth is represented in this case by an ellipsoid
of revolution with reference to the second power of polarflattening 23V.

The trajectory of missile motion calculated in this way is
not free of methodological errors caused by the force field model
adopted. Random errors acting on the ballistic flight phase are
partially also related to an inexact description of the effective
forces. This is caused by the fact that the true parameters of
the Earth's figure and of the terrestrial gravity field (so-called
geophysical constants) are known inexactly. For example, for the
Earth's radius the error is +15 km. The values of these parameters
express the coefficients in the formula or in the series describing
the force function, which therefore are also determined with random
errors. Therefore intensified requirements on the accuracy of mis-
sile impact give rise to the need for a continuous refinement of
geophysical constants.

This effort, combined with the solution of geodetic problems,
also pursues the aim of revising the geodetic tie-in of ground
objects and the continents per se. Inaccuracy in the tie-in
(and it may be as much as several tens of meters) can also markedly
affect the missile's target impact errors.

The terminal stage of missile motion takes place again within
the atmosphere. It is characterized by large g-loads and by a
high surface temperature of the ballistic nosecone. Allowing for
these effects and, when necessary, reducing them down to acceptable
values is one of the requirements imposed in selecting this trajec-
tory. Two other requirements consist of reducing the motion
errors accumulating both in the preceding flight stages as well
as arising due to random actions during this present stage, and /247
also in selecting the maneuver or Ln selecting the trajectory
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which would permit a reduction or an exclusion altogether of pos-
sible enemy countermeasures. Foreign specialists believe that
all this leads to the necessity of guidance of the missile over
the terminal flight phase with autonomous guidance or with homing
onto the target.

The conditions of nosecone entry into the atmosphere, in
particular, entry velocity and angle, determine the g-loads and
the nosecone temperature conditions. Depending on their acceptable
values, there exists a corridor in which all entry trajectories
must lie. In the graphs in Fig. 4.26, the given values of V K and
oK are approximately equal to the values of the angle e and the

velocity at the point 1 (Fig. 4.24) and they are also equal, appro-
ximately, to the values of these functions at the upper limit of
the atmosphere. To obtain acceptable values of the entry and the
velocity, correction of the trajectory prior to atmospheric entry
can be employed.

Fig. 4.29. Trajectories of various
/ kinds of ballistic missile nosecones

z Iin the atmospheric flight phase:
1 -- Nosecone flying along a vertical

trajectory: flight time in atmos-
phere to the target is 8-15 sec-
onds

2 -- Maneuvering nosecone of MBRV:
flight time 20-30 seconds

3 -- Nosecone with powerplant providing
great acceleration over the termi-
nal flight phase: flight time 5-10
seconds

4 -- Gliding nosecone of BGRV: flight time 2-3 minutes

Temperature stresses can also be reduced by shortening the
time the nosecone travels within the atmosphere, which is achieved
by applying additional jet thrust over the atmospheric flight
phaseg.

Maneuvering alog a trajectory aimed at making difficulties
for the enemy's AND ~antimissile defense is achieved by means of
aerodynamic forces. For example5 , for this purpose the nosecone
of an American BGRV has control aerodynamic surfaces in its tail
section, while the 'nosecone of a MBRV has an elongated flare and
exhibits a very high lift-drag ratio, 2.8-3.0. The approximate
shape of the trajectory of these two nosecones in the atmosohere
is shown in Fig. 4.29. Also given there are other trajectories
already referred to, and the time the nosecones spend in the
atmospheric flight phase is also given.
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As we can see, a gliding cone traveling along a trajectory
with the smallest g-loads and temperature stresses takes the long-
est amount of time to reach its target. This facilitates its
detection and interception by AMD facilities. Trajectories that
are realized in the shortest time do not have the advantages of
the gliding trajectory. But maneuvering alon a trajectory com-
plicates the guidance and control system 14/1 .

Thus, choice of the flight trajectory of a ballistic missile
over the terminal phase is one of the problems that must be solved
in each specific case with reference to the requirements specified
above.

FOOTNOTES
It must be noted that recently an estimational criterion --

the cost of performing a combat operation Z16, 67, 797 -- has also
begun to be used in evaluating the capabilities of military complex-
es. These questions will be dealt with in more detail in Chapter
Six.

The payload depends on the flight range and can vary due to
the weight of fuel.

3 The cost of one ton of kerosene is 45 rubles, and the cost
of one ton of gasoline is 100 rubles Z35, 367.

The set of allowable control laws comprises a function of
the form shown in Fig. 4.27 c. The optimal solution is sought for
from this set.

5 cf.j31, 137, 171, 200, 2027.
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CHAPTER FIVE /249
SPACE CRAFT AND THEIR CONTROL SYSTEMS

5.1. Main Characteristics of Space Craft

The main characteristics of space craft include: function,
weight, makeup of installed equipment, presence and number of
crew, orbital parameters, and possible range of their use (man-
euver). Space craft are divided into artificial earth satellites,
manned orbital space craft, unmanned space craft for automatic
flight to the planets of the solar system, manned space craft,
and so on.

Artificial earth satellites can be used for communications,
navigation of ships and aircraft, weather reconnaissance, geo-
logical, geodetic, and geographic studies, radio and television
communications, fueling of space craft, and crew dispatching and
return from orbital space craft (Z46,55,57,104,145,148j).

At the present time, USSR and U.S. specialists are examin-
ing the feasibility of using space craft as long-term orbital
stations. These stations will be used to study the earth's
natural resources and conduct studies of installations facili-
tating the efficiency of crews in extended space flight and
the physical properties of outer space.

In addition, orbital station crews will conduct astronomical
observations.

In the future, this kind of equipment can be used as way-
stations in interplanetary flights.

The motion of space craft -- artificial earth satellites
(AES) -- has several characteristics compared with the motion /250
of other flight craft -- airplanes and missiles. AES move at
such altitudes, or more exactly, at such separation from the
earth that the dissipative effect of the atmosphere is absent.
Therefore, their ballistic motion, that is, motion without the
application of active forces, occurs mainly under the effect of
terrestrial gravity.

To the first approximation, their trajectory can be des-
cribed by six independent constant quantities -- Keplerian orbi-
tal parameters -- uniquely expressed in terms of the first inte-
grals of the equations of motion, and therefore, in terms of
the cuodinates and velocity at any l nstant of time. Each of
the Keplerian parameters has a geometrical or kinematic sense,
and since the parameters themselves remain unchanged, the geo-
metry and kinematics of satellite motion remain constant to
the first approximation.
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Fig. 5.1. Elements of the orbit of
an artificial earth satellite

A KEY: A -- AES 4rtificial earth satel-

Two Keplerian elements 0 and i
characterize the position of the orbi-
tal plane. The longitude of the as-
cending node Q (Fig. 5.1) is measured
by the central angle lying in the plane
of the equator and formed by the direc-
tion from the orbital focus at the as-
cending node -- the point of intersec-
tion by the satellite of the equatorial
plane in its transition from the sou-
thern to the northern hemisphere -- and
the direction toward any fixed point,
for example, the point of the vernal
equinox y . The inclination of the

orbital plane to the equator i is the angle between the plane
of satellite motion and the equatorial plane.

The parameters p and e -- the focal parameter and the eccen-
tricity -- characterize the size and shape of the orbit. They
are related by the function p = a(l - e) with the major semiaxis
of the orbit a, which is determined by the total energy of motion
of the satellite, therefore in describing the shape and dimen-
sions of the trajectory, any two of these three quantities can /251
be selected.

Closed (in the first approximation) elliptical or circular
trajectories -- one of the foci of which coincides with the earth's
center -- are possible only if the following inequality is satis-
fied at each instant of the satellite motion

VI<2- ,
r

where V is the orbital velocity;
r is the radius-vector extending from a focus to the

satellite (focal Eadius); and
= fM = 398,600 m 3 -c- is the product of the gravitational

constant f by the mass of the earth M.
The eccentricity of these orbits is always smaller than unity
(e < i).

The position of the orbit in the plane is given by the angle
between the line of the ascending node (the direction from the
geocenter to the ascending node) and the direction to the orbital
point nearest the earth -- the perigee. This angle w is called
the angular position of the perigee; it is meaningless for circu-
lar orbits. When circular and elliptical orbits must be described
with a single system of parameters, it is best to replace the

211



parameters p, e, and w with the parameters p, q, and k, where
q and k are the components of a vector directed from an orbital
focus at its perigee (the Laplace vector) /97. Other indepen-
dent functions of the first integrals of the equations of motion
can also be used.

The parameters a and e are expressed simply in terms of the
altitude of the apogee (the farthest removed point) and the peri-
gee of the orbit Ha and H :

e- (5.1)
a

where
a=R+

The semimajor axis characterizes the mean dimension of the
orbit and is equal to the total energy of motion:

/252
= 2(±__ V2) (5.2) /252

a p. r 2 '

which, as a consequence of assuming only conservative effective
forces, remains constant throughout the entire motion. The
semimajor axis is also associated with the period of revolution
of the satellite T by the equation

T= -=a'1 (5.3)

Depending on the coordinate system adopted, several periods
of revolution are distinguished.

The stellar or sidereal period (Tst) is measured in an ab-

solute system of coordinates associated with fixed stars. If
the operation of an AES is dictated by objects located on the
earth's surface, the synodic period of revolution (T syn) con-

sidered with respect to a point rotating together with the earth
is more important.

All the five listed parameters describe the orbital geometry.
The kinematics of the motion is characterized by a sixth Kepler-
ian element, which can be taken as the instant of transit T of
an AES of the perigee.

The following entities can be the angular quantities speci-
fying the position of the satellite in its orbit:

-- the true anomaly is the angle formed by the focal radius-
vector and the line of apsides connecting the apogee and the
perigee of the orbit; and
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-- the argument of the latitude u, the angle formed by the
focal radius-vector and the nodal line (u = 0 + c ), and certain
other angular variables.

The relationship between change in the angular position and
the time of motion is afforded by the last expression; the in-
verse function -- the change in angle as a function of time --
is much more complicated and is described by a transcendental
function.

All Keplerian elements are constant only when the motion of
the satellite is in the field of attraction of a material point
(sphere). Since the gravity field of the earth is in reality
more complicated and other forces also act on a moving satellite,
these parameters vary. This variation, as a rule, is small and
therefore methods of perturbation theory are applied to descri-
bing this motion, while the parameters themselves are now no
longer called Keplerian, but perturbational or osculatory (in /253
accordance with the fundamental concept -- the tangency of the
perturbed and the instantaneously unperturbed orbits -- under-
lying the description of perturbed motion).

Of the perturbing forces acting on AES motion, the most im-
portart are the noncentrality of the gravity field of the earth
and the atmosphere 3_7. The remaining forces, such as the gra-
vitational effect of the moon and the sun, solar radiation pres-
sure, and certain other forces, can have a perceptible effect
only in individual cases on certain specialized types of satel-
lites. For example, the attraction of the moon and the sun can
affect satellites with very elongated orbits, or with orbits very
far removed from the earth, and solar radiation pressure can
markedly affect Echo type satellites.

The atmosphere has a generally dissipative effect j 9,86,
106,1207, limiting the lifetime of a satellite in orbit. The
gravitational effect of the earth's lack of sphericity can be
taken into account with various models of the force field ap-
proximating the true field with varying degrees of accuracy.
Most of the effect of noncentrality can be taken into account
if the earth is approximated with an ellipsoid of revolution
Z4,99,1207. An analytic theory of AES motion describing a
trajectory with the aid of quadratures can be constructed for
this force influence /2,50,517. The effect of successive ap-
proximations to the true gravity field of the earth is more than
an order of magnitude less and they need not be taken into con-
sideration when solving several problems in the navigation and
control of AES.

The methodological error in the algorithms describing motion
is caused to a large extent precisely by the adopted model of
the effective forces, and the size of this error is determined
by the requirements that are imposed on the accuracy of the
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navigation, beginning from the task performed with the given

satellite. If the AES motion in navigation and control must be
described very precisely, then use of the Keplerian theory in
analysis or construction of a system or a complex is wholly

acceptable. When necessary, the results of these calculations
can be then corrected with reference to the main perturbations.

One of the main features of AES motion stemming from the

foregoing and differing essentially in AES use and control is /254

that the shape and position of the trajectory in inertial space

are preserved constant (only to the first approximation, as is
true of the entire treatment given below). The orbit shifts
relative to the earth in such a way that the satellite track

point traces a continuous line on its surface. All these tracks
will lie in a certain belt bounded by the maximum and minimum

geographical latitude. The maximum (moduluswise) latitude of

the satellite track point -- the point of intersection of the
focal radius-vector with the earth's surface -- depends on the

angle of inclination of the orbit, for the spherical latitude
v of the satellite is determined by the function

(5.4)
V = arcsin (sin i sin u)

Since the period of revolution T remains constant (cf.
(5.3)), therefore orbits are possible in which a satellite tra-
velling along one of them will periodically pass over the same

points on the earth's surface. They are called multiple orbits
and can be characterized by the multiplicity factor K:

24 (5.5)

AES

where TKAES is the period of the multiple revolution of a satel-
AES lite satisfying this equation, in hours, and

K is any integer.

If K = 1, the satellite is called a synchronous satellite
and it is roughly 35,680 ka from the earth. An equatorial syn-
chronous satellite (its orbital plane and the plane of the equa-
torial coincide) moving in the direction of the earth's rotation
is called a stationary satellite; it is always over the same
point on the earth's surface.

Thus, by varying the semimajor axis one can control the
period of revolution of a satellite and the period of its transit
over specific points on the earth's surface. Characterizing the
total energy of satellite motion, the quantity a determines
the energy expenditures in its launch, that is, the ultimate
cost of inserting the given satellite into orbit.
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Fig. 5.2. Additional speed of an AES
&Mn I at the end of the insertion phase

e (Vins) as a function of the geo-

408 graphical latitude of the launch
I ;, point:

49s 1 -- for an orbital elevation
0 H = 1000 km

- 2 -- for H = 500 km
3 f-- for H = 300 km
4 -- for H = 0 km

I IN KEY: A -- AV , km/sec
0 0 203JO o 0 0 70 80'

Use of the earth's rotation in /255
orbiting a satellite (launch
in the direction of the earth's rota-
tion -- to the east) yields a further
velocity gain AVins, not -- however

-- exceeding 460 m/sec at the equator
and equal roughly to 200 m/sec for
the orbits of most Soviet satellites
(i - 650). This additional quantity
AVins is determined by the function

(Fig. 5.2):

AVins = Erinscos "ins (5.6)

Here E is the angular velocity of the earth

rins is R + H, where R is the mean radius of the earth, and

H is the altitude of the insertion point.

The possibilities of inserting an AES into orbit at a given
altitude and the installation on board of the required research
apparatus depends on the power of the launch vehicles placing
it in orbit (Fig. 5.3 a) /lT7, the geographical latitude of the
launch point, the direction of the launch, the given insertion
altitude, and the type of engine and the fuel-oxidizer /-0347
(Fig. 5.3 b and c). A greater weight can be inserted into an
elliptical orbit than into a circular orbit with the same period
of revolution. This becomes understandable if we bear in mind
that the period of revolution depends on the major semiaxis and
the insertion of a2 satellite into an elliptical orbit is carried
out at the perigee . Since the energy of AES insertion, pro-
portional to the major semiaxis of the orbit, is equal to the
total energy at the insertion point, it can be characterized by
the value of some energy velocity VE /T127 (Fig. 5.4):
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2
VE

m 2 = Etot = Ekin + Epot

The orbital altitude is most important for communication /256
satellites, weather satellites, and other AES, for it dictates
the extent of the earth's surface S that this satellite "covers"
or scans. This surface area is enclosed within a cone with
apex angle B and corresponds in the plane to the arc A1A2 equal
to (Fig. 5.5 a, b) /67

_R P R- ,=aR , a=180
0--, sin

AIA, 1800 2 R+H

where R is the mean earth radius.

When the functioning of an AES is associated with its transit
into the region of assigned earth stations, the stellar Tst is /257
not as important as the synodic period of revolution T (Fig.

syn
5.5 c). To perform certain tasks the orbital multiplicities
(5.5) must be used, and for other tasks, conversely, it is im-
portant that the belt scanned by the satellite be systematically
shifted. The daily value of this shift A Z can be determined

from the equation

2n T -T
AZ,= K(T - T) R cos T = 2.- rn- R cos (.

Here T is the period of revolution of the given AES;
T is the nearest multiple period corresponding to the mul-

tiplicity K; and
p is the geographical latitude of the station.

Finally, orbital altitude H, generally the perigee altitude
H, , affects a very important characteristic of the satellite

-- its lifetime . The dissipative effect of the atmosphere,.by
reducing the total energy of motion, causes a gradually accele-
rating lowering of the orbit (Fig. 5.6) and leads to the burnup
of the AES upon entering the dense atmosphere layers.

We can conventionally define the lifetime of an AES as /258
the time required to reduce its period of revolution to T = 87
min, which corresponds to the orbit altitude of about 140 km.
The lifetime depends not only on the orbital characteristics,
but also on the condition of the atmosphere (on solar activity)
and the quantity (C, /m = R. sometimes called the satellite's% \ X --, -.

ballistic coefficient (Cx is the drag factor of the AES, SM is

the midsection area; and m is the mass of the AES).

216



CIOAT m. A B Tc 10.

1010

10 i iI Soo ' 1 !

lag 1 10150&- - -

10 -00

10' n 10 " .

19350 170 C 780 0 IIO1 2"10' JlOH.Kn

P emae-ocumes ELDO
5I I e , - I f

Op \ \ 226aMcW P waux

-ng ne&b ;\ h UopoU
2260 =,"I

J50 - ennWuo-360 me uae t i .
240 -pUMoH Oe=WnU-

.550 1850 9 300 19000 36000 75000 1900001 xM

b)

Fig. 5.3. Weight of payload and costs of
placing 1 kg of payload into orbit:
a -- total annual payload inserted into

earth orbit (curve 3) and the costs
of inserting 1 kg of payload with
a ballistic missile (1) and a rocket-
plane (2)

b -- change in the weight of a payload as
a function of orbit altitude and fuel
and oxidizer used with the example of
the ELDO rocket (European Launcher
Development Organization)

c -- payload inserted into circular orbit
as a function of its radius and the
geographical latitude of the launch
point

KEY: A -- tot, dollars/kg G -- Third stage; 2260

B -- Gpay tons kg of nitrogen
pay ttetroxide and asym-

C -- Years metric dimethyl
D -- Gpay hydrazine

E -- ELDO launch-vehicle
F -- Third stage; 2260 kg of liquid

oxygen and hydrogen
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I'/c Fig. 5.4. Energy VE and cir-

A VE cular Vci velocities as func-

Stions of the flight altitude
KEY: A -- V, m/sec

B -- Vci
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Fig. 5.5. Characteristics of earth-scanning
satellites:

a -- L and as functions of H
b -- surface area of the earth S covered by

an AES as a function of H
c -- number of revolutions per day as a func-

tion of the relative orbital radius

(nst is the number of stel'lar /~iderea 7

revolutions and nsy n is the number of

synodic revolutions)
KEY: A-- , deg

B -- nst

C -- nsy n  D -- H, thousands of km
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Studies on the effect of the atmosphere on the trajectory
of a satellite are given in the works ~65,86,106,1217.

These problems are some of the problems of planning orbits,
that is, selecting a trajectory most fully carrying out the main
mission of the flight with the most economical use of the tech-
nical facilities L337. Maneuvering, that is, the purposeful
variation of orbital parameters, must be used to facilitate the
flight mission and to modify it. When the actual flight trajec-
tory deviates from the assigned trajectory, correction of motion
must be employed. The calculation of the control law in any
given case is a task of the navigation system; implementation of
this law is a task of the control system. Maneuvering and cor-
rection are associated with additional fuel and oxidizer consump-/259
tion, which is proportional to the velocity change AV. Its
total value Vy is called the characteristic velocity and is an
indicator of the operating economy of the selected method of
trajectory modification.

The brevity of the powered phases during maneuvering and
correction permits an idealization, under which the impulse appli-
cation of the active forces is assumed, i.e., the instantaneous
change in the velocity of orbital motion by AV. Additionally, in
designing and in the preliminary selection of the control law, it
is wholly acceptable to limit oneself to the frame of reference
of the Keplerian theory.

ia) AE Arje b) acc

a -- Decrease in altitude of initial circular orbit H =
500 km as a function of conventional time
7= (CSM/2m) t

b -- Number of revolutions of the lifetime of an AES as a
function of the perigee altitude for orbit with e

KEY: A -- m3/kg.sec 2

B -- nre e = revolution7
nre = /Tre 219



In all cases of flight, the application of the velocity im-
pulse at the perigee of the transfer orbit is the most economi-
cal.

A noncoplanar transfer or, as it is called, a transfer
with a rotation of the orbital plane (Fig. 5.7), requires much
greater energy outlays. If the radii of the initial and terminal
orbits are equal, this transfer can be made with the application
of a single velocity impulse at the point of their intersection.

Its value can be estimated with the example of the rotation
of the plane of a circular equatorial orbit by Ai (Fig. 5.7 b). /260
In this case the relative characteristic velocity is

-- = 2sin 2

AV-av,/v, (AV)max Fig. 5.7. Relative energy
S402-- - expenditures V, character-

l' i istic velocity AV z and maxi-

mum economy of characteris-
41 - HL - --- tic velocity (LAV)ma x for0 - ~two-max
O46 4r,1r 0 2 - - -two- and three-impulse

S /Z 1 transfers:
4008 1 a -- ~V for a coplanar trans-

42 - fer between two or-
bits

. . . b -- AV for the rotation of
a) 42 04 46 48 r,/r= the plane of the equa-

c) torial orbit
a, I c -- Maximum economy (VZ)max

404V7 //r-4 a6 when a two-impulse trans-
3 7 fer with one rotation
4 .4 of the plane is replaced

002- 0 with a two-impulse trans-
4 ] fer with two rota-
S401 I tions

10 320 JOAi* r2,7=0E d -- Maximumii economy (AV)ma x

b) 0 42 d 46 45r,ff2 when a three-impulse
transfer with one
rotation of the plane
is replaced with a

three-impulse transfer with one rotation of the plane is re-
placed with a three-impulse transfer with three rotations of
the plane (the plane is rotated by the second impulse; r_ is

the radius of the intermediate orbit)
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Fig. 5.7. Relative energy expenditures AV, character-
istic velocity AV and maximum economy of characteris-
tic velocity (dV max for two- and three-impulse trans-

fers ZContinuegd
KEY: A -- r2/rin = 0.8

B -- r2/rin = 0.2

The transfers between two noncoplanar orbits with unequal /261
radii can be executed with different numbers of impulses and with
different energy expenditures (cf ZT89, 19.7, Fig. 5.7, c - d).

The problem of the rendezvousof a spacecraft with another
space object does not fundamentally differ from the maneuvers we
have been considering. The difference can lie only in the supple-
mentary conditions imposed on the time of motion, for both ob-
jects must simultaneously arrive at the point ofrendezvous, and
on the value of the relative velocity (and possibly also the value
of the relative coordinates) at the end of the transfer tra-
jectory dictated by the goal of the rendezvous and the capabi-
lities of the onboard equipment.

If the object of the rendezvous and the transport craft (we
will thus conventionally refer to the objects approaching each
other) travel along circular coplanar orbits, then for a Hohmann
transfer trajectory the rendezvous will occur if the angle between
the focal radii at the initial moment of the maneuver is

v= (l rin-rt ). (5.7)
t2rt

where rin and rt are the focal radii-factors of the transport

craft and the object of rendezvous, respectively.

To synchronize the time of the transport craft, the maneuver
can be begun later (holding in orbit). The transport craft, on
executing the maneuver, can specifically transfer from its ini-
tial orbit to the holding orbit, which can be elliptical or cir-
cular. In the first case, if the orbit of the rendezvous object
is circular, it is selected so that it not only lies in
the plane of the orbit of the rendezvous object, but also is
tangent to it at the apogee or the perigee.

If the holding orbit is circular, then by condition (5.7)
the maneuver of approach must be executed along a Hohmann ellipse.
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The determination of the control law in landing is also one
of the tasks of navigation. It is subdivided into two tasks: de-
termination of the control law for the orbital departure and for
motion in the atmosphere.

The first problem is analogous to the ordinary maneuver and
consists of applying the retro-velocity impulse, transferring the
craft to a descending elliptical trajectory. The difference and /262
complexity lie in satisfying the conditions at the second end-
point of the trajectory, located at some arbitrary altitude, which
we sometimes will take as the altitude of the effective action of
aerodynamic control (80 - 100 kin).

The conditions of atmospheric reentry and the retro-impulse
etr depend, in particular, on the angular range 0 of the orbi-retr

tal departure trajectory (Fig 5.8).

APH A Fig. 5.8. Relative retro-
moment values

KEY: A -- AVretr

The relative retro-impulse
of the circular orbit of de-
parture can be determined from

- 0' " the formula
"-= 3 5 *

0 20 40 60 80 O0

AV 1
AV~etr- Vo rt= seca {2(1 +H--cos )+

+ tam sin- [ta asin2p+4(1 - cosq)X

X(I + H - cos q+tan a sin p) ]'} X

X (l + -cos qp +tam sin p) -,

where V0 is the velocity in the circular orbit;

H = H/R is the relative orbital altitude; and
T - a is the angle between the directions Vo and A1retr'

The minimum value of AV corresponds to the angle ' =

1800, however in this case the trajectory (the value of 0) is
highly sensitive to errors in the vector A retr (cf Fig 5.7 b and /263

c). The lateral deviation of the landing point 6B can be deter-
mined by the function

6B = R sin qp 6P,
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where 6P is the lateral deviation of the vector Aetro from theretro
assigned direction. The value of 6P [sic] is a maximum for a given 68
with 0 = w/2. When 0 m , the lateral displacement is zero.

In landing from an elliptical orbit for given conditions of
atmospheric re-entry and the bounded energetics AVretr, formation

of the departure trajectories cannot occur at just any instant
motion. Forbidden orbital regions, from which transfer to the
descent trajectory is impossible, become larger with increase in
the eccentricity of this initial orbit.

The trajectory of a craft in the atmosphere can be controlled
over the entire extent of motion (cf, for example, Zi(7). The
maneuver is executed by using aerodynamic forces (sometimes the
thrust of special jet engines is employed), produced by special
surfaces or by the actual body of the craft. The lift-drag ratio
in the latter case can be as much as 2.5-3. Maneuvering for a
landing in the atmosphere is executed in order to reduce the g-
load and the heating of the craft body, modify the trajectory
(chiefly its lateral turning for landing at an assigned point), and
correct the motion (approximation of the actual trajectory subject
to various random perturbations to the nominal trajectory).

The program (or more exactly, the series of programs) of the
atmospheric phase is calculated ahead of time. During the flight,
depending on the conditions of entry, one of them is selected, for
which motion is then realized with the aid of the control system.

When discussing the atmospheric phase of the trajectory, it
cannot be forgotten that maneuvering using the action of aerodynamic
forces can be used also in the flight itself to alter the plane of
motion (cf, for example, /19 7). Here the perigee is lowered, by
means of a retro-velocity impulse, to the altitude at which the
effect of the aerodynamic forces permits the orbital plane to be
turned, and then the craft is transferred to the required trajec- /264
tory using two velocity impulses. For some flight conditions,
this combination maneuver can prove more economical than a purely
gas-dynamic maneuver.

Let us consider characteristics of certain types of artificial
earth satellites.

AES used for communications are subdivided, depending on the
equipment layout, into passive ard active, and depending on the
orbital parameters, into low (Ha< 5000 km) and high (Ha >5000 km).

Passive communication satellites, for example, Echo-1 and
Echo-2, are reflectors in the form of a metal sphere or an assem-
blage of angle bars. Their advantage lies in simplicity and
operating reliability, due to the absence of any electronic
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equipment: their disadvantage is that in intercontinental lines of

large extent, the signal-noise ratio is low.

Since energy losses in propagation are in this case involved

with reflection, they vary roportionally to the fourth power of

the distance (Fig. 5.9 /187 ). An increase in the size of the

satellites can only slightly reduce the losses (an increase in the /265

diameter of spherical AES by a factor of 2 reduces losses by 6

db and therefore makes necessary the use of ground antenna with

large aperture. Additionally, increasing the size of a passive

satellite leads to an increase in its weight. A disadvantage of

passive AES is also the fact that the deformation of their surface

gradually leads to a reduction in the reflection coefficient.

) e Fig. 5.9. Characteris-

S00 A ID tics of communication
2 450 systems using AES /T07:
10 \ 7 i a -- Energy losses:

-45 1 -- Passive AES

r0 - / 2 -- Active AES with.

mB a HM omnidirectional
B ) / ME antenna

-0 -40-20 0 20 3 -- Active AES with
zb) oa 10 db antenna

00 b) gain factor
10o b -- Weight of AES as

SC a function of

-0 42 44 12.8 1f24 246g323 2Hmb cM radiated power,

c) db/w:
1 -- Passive spheri-

cal reflector

2 -- Active communication AES
c -- Radio signal delay time T as a function of orbital altitude H:
1 -- Boundary of allowable 7 values
KEY: A -- H, decibels

B -- T, microseconds
C -- H, thousands of km
D -- G, kg
E -- db/w

Active communication satellites lack these drawbacks. They
are equipped with retransmitting equipment amplifying the received
signal and sending it to a ground receiving station. The retrans-
mission can be immediate or with delay of data when signals record-
ed in the onboard memory are transmitted to the region of the
ground receiving station according to a previous.y adnnt-d nrnaram
or by command from the earth. The satellites can be both oriented,
as well as nonoriented with omnidirectional radiation. The latter,
naturally, under otherwise equal conditions need retransmitters of
greater power, whose disadvantages are lower reliability and lower
carrying capacity.

224



In designing the orbits of communication satellites, certain
specific requirements must be taken into account, such as the number
and arrangement of ground communication stations, number of channels
which must connect different pairs of ground stations, the distribu-
tion of the holding time and the signal delay time for duplex tele-
phone lines, problems of coordinating the system, and the effect of
outer space conditions on equipment longevity.

One of the important conditions determining the orbit altitude
of communications AES is the already referred to quantity-of the
earth's surface covered by the satellite in which the reception of
reflected or retransmitted waves is possible. Angle a is equal to
the maximum angular separation at the earth's surface of the trans-
mitting and receiving radio stations. Also associated with the
orbital altitude is the time when the satellite is in the earth's
shadow; it determines the possibilities for recharging solar cells.
The time of the synchronous location of the satellite in the shadow
does not exceed one percent.

The time of the mutual visibility of two points on the earth
surface also will depend on the orbital altitude, increasing with
an increase in this latter quantity. Thus, continuous communica- /266
tions between two given points on the earth surface is dependent
on the altitude (circular) of the orbit and the number of satel-
lites (n) traversing it. Therefore, though satellites traveling
in low orbit provide communications for a smaller required power
and need less energy for orbital insertion, the bounded zone of
visibility makes their application difficult. As a rule, only
active repeaters with delay feature are used at these atltitudes.
The disadvantages of low orbits also include the fact that the
onboard equipment is subject to radiation effects and the high
rate of the angular motion of the satellite makes
difficult; the Doppler frequency shift produced also additionally
renders the isolation of transmitted data difficult.

Also not free of disadvantages is the use of high orbits. The
most essential factor in this case is the long signal delay, that
causes an echo effect in reception (Fig. 5.9 c). In this case
elliptical, severely elongated orbits with apogee lying in the re-
gion of the stations in communication are more advantageous than
circular orbits. The Molniya AES orbits are constructed in just
this manner.

A disadvantage of elliptical orbits is the fact that the anten-
na gain must be varied in order to sustain a constant signal/noise
ratio. Additionally, their perigee can pass through the internal
radiation belt of the earth, and also through those layers of the
atmosphere which can have a marked dissipative effect on satellite
motion.

225



The number of required AES in a communication system can be
markedly reduced if there is a possibility of c ntrolling their
relative position by correcting and stabilizing it (Fig. 5.10 a).

All the system parameters- we have been considering: number of
AES, orbit altitude, its shape, and the presence of stabilization,
as seen in Fig. 5.10 b-c, fundamentally affect the stability of the /2671
communications system.

With the exception of ECHO type AES, all communication satel-
lites are active repeaters.

n Fig. 5.10. Number of satel-
200-o wO.on B lites and costs of communi-

z C 1cation facilities using AES:
oo6- - -d --.-- -oo- a -- Number of AES for link-

ing New York with Paris:
S716 - - 1 -- For circular polar or-

1 oo - bits and 99 percent
1o overlapping

S- 2 -- For circular equato-
2 A rial orbits and with

1.642 8 s16 80 so0mr-mo 0 0 5 20 211mhcrm stabilized AES

a) b) 3 -- For circular polar or-
bits and stabilized
AES

0o-0 -- 4 -- For elliptical ieclined
Sorbits (i = 63.5 ) and

stabilized AES
2o b -- Costs C of building a

group of AES for con-
1oot- -2t =- - tinuous communication

between New York and
0 $ 1 t 20 2SHmnXJWM Paris

c) A c -- Costs of operating
this group of AES (in
b and c, curve 1 re-
presents AES stabilized
in orbit; 2 -- AES are
unstabilized)

KEY: A -- H, thousands of km
B -- C, millions of dollars
C -- H, thousands of km

Molniya communications AES rotate in strongly elongated orbits
with an apogee located in northern hemisphere and with a semidiurnal
period of revolution, which permits about an 8-10 hour session of
Moscow - Vladivostok communications. The satellite is equipped with
a system of high-precision antenna orientation and with an onboard
transmitter with a radiation power of 40 w. Telestar satellites
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were designed to investigate communication systems using AES and
to develop elements of equipment for relaying television programs /268
and two-way conversations in several channels. With a radiation
power of the onboard computer of 2-2.5 w, this satellite provides
a Europe-United States communications linkup lasting about an hour.

The Relay satellites were designed to determine the optimal
operating conditions of equipment and to investigate the capabi-
lities of active space communications systems. They furnished
a Europe-United States communications linkup lasting about 70
minutes per period of revolution.

The Syncom satellites are synchronized communications AES.
They are designed to develop a worldwide communications system,
which can be provided with three such satellites. The Courier AES
was an experimental prototype of an active repeater with data delay.
Communication with it was ended 17 days after launch.

The Echo satellites are passive repeaters made in the form of
an inflated spherical shell of metallized material.

Meteorological AES are used to acquire operational and world-
wide information on the condition of the earth's atmosphere, to
study the radiation balance of the earth, and to measure the spec-
tral distribution of the radiation of the earth and sun. Problems
of setting up a system do not play the role with these satellites
as with communications AES. The main conditions that their trajec-
tories must satisfy include providing for the acquisition of neces-
sary data, that is, transiting the required number of times over
assigned earth regions with assigned parameters (mainly, altitude)
of the orbit and providing for the transmission of the acquired
data, that is, transiting of the regions of the ground stations.

In order to conduct studies in all latitudes with meteorolo-
gical satellites, they are launched into polar orbits. Their al-
titude is dictated by equipment requirements and can vary from
500 kl to several thousands of kilometers. Data from meteorolo-
gical satellites, as a rule, are transmitted to the earth via
television cameras.

The TOS fFiros Operational Satellite system of meteorological
satellites includes Tiros satellites, regularly launched in the
United States since 1961. By 1967 13 Tiros AES and two Nimbus satel-
lites had been launched. The first meteorological satellites were
launched into nearly circular orbits, 700-800 km in altitude. ince/269
the inclination of the orbital plane to the equator is 480 - 58 ,
they can photograph cloud cover in a region of latitudes to +80.o
The later launches of the Tiros AES (beginning with the ninth) were
made into orbits that were near-polar (i t 1000), with a mean al-
titude of about 1400 km (T 113 minutes).
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TABLE 5.1

Characteristics AES of the Meteor System:
Kosmos-122, -144, -156, -184,

-206

Orbit Circular, near-polar

Orbital altitude, km 625-630

Stabilization system Triaxial electromechanical
with respect to the earth;
solar cells are oriented toward
the sun with an autonomous sys-
tem

Makeup of meteorolo- Two television (TV) cameras; /270
gical equipment infrared (IR) camera of the

television type (wavelength
range 8-12 microns); actino-
metric (AC) camera -- with two
narrow-sector scanning and
wide-sector scanning radiometers

Width of coverage strip
of locale, km:
TV equipment 1000
IR equipment 1000
AC equipment 2500

Three-dimensional re-
solution at the nadir,
an :
Of TV images 1.25 X 1.25
Of IR images 15 X 15
Of AC images 50 X 50

Power sources Solar and chemical cells

The makeup of the onboard equipment of meteorological satel-
lites includes television cameras with narrow- and wide-angle lens-
es, infrared detectors, and magnetic tape recorders. These instru-
ments permit transmitting to the earth not only the images of cloud
cover and ice field margins, but also observing the buildup of
hurricanes, typhoons, storms, and measuring earth temperature.

These data are recorded by onboard memory devices, and then
on ground command are beamed to ground stations. This system can
transmit to earth up to 400 cloud cover images per day.
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TABLE 5.2

Characteristic Tiros Meteorolo- Experimental Nimbus

gical Satellite Meteorological Sat-
ellite

Orbit Circular with Circular, near-polar
different incli-
nations

Orbital altitude, 700 1200
in kmn

Stabilization sys- By rotation, with Triaxial relative to

tem axis of rotation the earth (accuracy of
in the orbital orientation +10); solar
plane for the cells are oriented to-
first models, and ward the sun
with the axis of
rotation perpen-
dicular to the
orbital plane in
later models

Location of tele- On the lower base On the lower surface of /27.
vision camera of the body -- in the instrumentation
lenses the first models, compartment; the cameras

and on the later- are always pointed to-
al surface -- in ward the earth
later models.
Exposures are
triggered by the
IR horizon sensor
when the camera
is pointed toward
the earth

Resolving power of 1.6 (in image 0.8 (in image center)
TV equipment, in center)
km

Mean resolving 48 48
power of IR sen-
sors, in km

Upper resolving - 8
power of IR sen-
sors, in km

Number of images 32 40
recorded on magne-
tic tape per sat-
ellite revolution
around the earth
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Meteorological space systems can acquire different kinds of
data. In particular, the Soviet Meteor system makes it possible
to acquire television, infrared, and actinometric meteorological
information both on the day as well as on the night side of the
earth (cf Table 5.15). In contrast, the ESSA meteorological sys-
tem incorporating Tiros satellites has much smaller capabilities,
being able to acquire only television images from the day side of
the earth (cf Table 5.25).

The system of meteorological AES can also collect data obtained
by floating and remote automatic weather stations and transmitted
to a single meteorological data processing center (this function
can be fulfilled by specialized communication satellites included
in the AES meteorological system).

Approximately identical trajectory characteristics of satel- /272
lites performing different functions permit them to be carried out
with the same craft. Thus, in the United States 387 a special-
ized program has been developed aimed at building a multimission
satellite performing functions of meteorological reconnaissance,
and in investigation of tectonic activity, volcanic activity, and
tidal waves. It is projected that several of them will be launched
to orbits 30,000 - 36,000 km in altitude, with the most varied
inclinations.

Navigation with AES 15027 can be carried out in several dif-
ferent ways, considered in Chapter One, Section 2. The method
currently realized with Transit satellites is based on measuring
the Doppler frequency shift of radio signals beamed from the sat-
ellite.

Polar orbits of navigation AES must intersect the equatorial
plane at about 450 intervals. This will enable ships and
aircraft to determine their position not less frequently than
every 110 minutes. The time interval would be shortened with
increase in latitude. A more even density of satellite distri-
bution is found for a system of four AES, two of which lie in
orbits with inclination i = 20 - 300, and two -- with inclina-
tion i = 65 - 750

A project of the General Electric Company is relative
determination of range conducted with an active repeater satel-
lite and a ground radio measuring complex; two AES on a parking
equatorial orbit, displaced in longitude by an angle of about
500, are adequate for navigation in the Atlantic.

The orbits of navigation satellites are always circular, and
their altitude is chosen on the condition of the most exact pre-
diction of the trajectory and is about 800 - 1000 km.

Fig. 5.11 schematically presents6 the principle of employing
AES in the interests of navigation.
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The Transit navigation system operates according to this
scheme. It includes four Doppler stations for tracking satellites
with updating of data twice a day, two stations for data input /273
into the onboard memory devices of the AES, a station for fre-
quency reference standards and common time, a computer center,
and a control center.

Fig. 5.11. Principle of the use
of navigation AES:

1 -- station for data input into
the onboard memory devices
of the AES

2 -- AES tracking station
3 -- station for reference frequency

and common time
4 -- computer center and control

center
5 -- object determining its coor-

dinates with the aid of the
navigation AES

Fig. 5.12 -- Scheme for the geo-
detic tie-in of ground stations
with the aid of AES:

4 Al, A2, A3 -- AES observation
stations

B -- station located at the tied-in
8 geographic point

AJCl, C2, C3 -- position of satellite
in orbit at the succes-
sive time instants

nA tl' t2 , t3
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TABLE 5.2 /Continued7

Characteristic Tiros Meteorolo- Experimental Nimbus
gical Satellite Meteorological Sat-

ellite

Dimensions of 1120 x 1120 by one With three cameras: in
earth area covered camera a centralized system
by a single frame, with magnetic tape re-
in km cording

2700 -- as to lati-
tude, and

835 -- as to longi-
tude;

in an autonomous sys-
tem with direct trans-
mission of images from
the vidicon

1600 x 1600

Angle of field of 104 -- first mo- 108 -- in an autonomous
view of TV equip- del; system with direct trans-
ment, in degrees 140 -- later mo- mission of images from

dels vidicon

Kind of equipment Vidicon, 12.7 mm Vidicon, 25.5 mm in dia-
in diameter meter

Power sources Solar cells and Solar cells and buffer
buffer storage storage battery
battery

Compiling exact geographic maps of the earth's surface re-
quires increased accuracy of the geodetic tie-ins of individual
geographic objects, continents, and islands. At the present time
it is 8 - 16 km for certain islands and up to 1.6 km for the
continents /1857. There are two methods of using satellites in
the interests of geodesy:

a) the satellite's orbit is known in an absolute geocentric
system of coordinates, and coordinates of the assigned stations
on the earth's surface are determined with respect to the satel-
lite and thus they are tied in to the absolute system; and

b) the AES orbit is determined from measurements taken by
the ground stations; since the AES motion is due to the type of
force function, then the kind of function, parameters character- /2I4
izing the earth's gravitational field, and thus, also parameters
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describing the figure of the earth can be determined by the calcu-
lated trajectory. The ANNA (Army -- NASA -- Navy -- Air Force) and
the Starflash geodetic satellites function according to the first
method.

The ANNA AES is equipped with four xenon flash tubes designed
for 70 days'of operation. The tubes are triggered when the satel-
lite transits the region of the ground observer stations. These
flash tubes facilitate spotting of the satellite and permit the
determination of the relative position of the ground measuring
stations with high accuracy, using optical devices. The Starflash
AES, from foreign press data /Y38, is also equipped with a flash
tube beaming coded pulses, designed for 10 months of operation,
and permits fixation -tie-in7 with an error of 30-50 m.

The SECOR geodetic satellite works according to the second
method. To facilitate orbital determination, it is equipped with
a radar transponder that operates on interrogation by a ground
station.

The Geos is a combination geodetic satellite. It is equipped
with flashing light sources, laser reflectors, radar reflectors,
and a radio beacon transponder /3877.

Fig. 5.12 schematically represents the method of using an
AES for mutual fixation of different points on the earth's surface;
here the satellite must be simultaneously within the visibility
zone of all these stations. The geographic coordinates of the
ground stations Al, A2 , and A 3 are assumed to be known precisely.

The satellite coordinates (in the figure -- the positions C 1, C2,
and C3 ) are measured at the instants tl, t2 , and t3 . If the ins-

tantaneous values of the angular coordinates of the satellite are
known relative to station B, these data permit the determination
or the refinement of the position of station B in the chosen coordi-
nate system. Depending on the method by which the relative position
of the AES is measured, particular coordinate surfaces are used to
determine its coordinates. For example, if the relative ranges are
measured, the rectangular coordinates of the AES at the instants
tl t2 , and t3 are found as the points of intersection of spherical

coordinate surfaces with centers lying at the stations Al, A2 , and /275

A When determining the coordinates of station B (in the same
r ctangular system), the centers of the sphere are at the points
Cl, C2, and C3 (cf Fig. 5.12).

Much attention in recent years has been given to manned space
craft designed to rescue crews in trouble. An existing agreement
between the USSR and U.S. on this problem requires the development
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of new transport spacecraft. One of the most important tasks in

building long-term space transport systemsis their multiple use.

5.2. Act-ion Zones of Maneuvering Spacecraft

The action zones of maneuvering spacecraft depend on the re-

serves of fuel or "reaction mass" onboard, initial and terminal

conditions of transfer from orbit to orbit, and also the time spent
in this transfer.

We will consider multiple impulse transfers of a maneuvering

spacecraft for a given transfer time. Sometimes the determining

parameter is the relative velocity at the rendezvous point. We

will make the following assumptions: the spacecraft is assumed

to be-a material point; the parameters of the initial orbit of

the maneuvering spacecraft and other space objects are given
exactly; instantaneous velocity impulses can be imparted to the

maneuvering spacecraft at specific time instants; the Newtonian

field of the earth's attraction (the field of a material point) is

assumed to be unperturbed.

Z 2 Fig. 5.13. Transfer between circular co-
planar orbits

KEY: A -- Second trajectory
B -- First trajectory

C -- Vtr /r = transfe 7

The trajectory of the flight of a maneu-
vering spacecraft depends on the magnitude
of the impulse, on the point of its applica- /276

tion, and on the angle between the vector of the initial velocity
and the impulse direction. Let us consider the case of circular

coplanar orbits. We will denote with 0 the angle between the velo-

city vector of the maneuvering spacecraft at the instant of trans-

fer and the velocity vector at the initial circular orbit (Fig.

5.13). The transfer velocity of the spacecraft is determined by
the formula, with reference to angle 0 and impulse AV:

Vr = [V2+AV2-2VAV cos (-0)]'^. (5.8)

The transfer orbit parameters are determine as follows:

= • (5.9)
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2PR t 
(5.9)

Ptr
1 -etr

Ve= [1/i( + er cosiZ)- V2 +
rel P tr

+ - -etr sin T12
tr

where

1 / V + AV cos 8 1 P tr2 - rarccos ; aros

712 = I
/aV, + AVcost -n + arccos- <02n;

-+arccos , < 0,< 2n; e r 
2 Vtr = fM.

Here f is the gravitational constant; /277
M is the mass of the earth;
p is the focal parameter of the orbit; and
e is the eccentricity.

The curves in Fig. 5.14 show the maximum range for a flight
with circular orbit R = 7076 km for different transfer impulses
AV = 0.1 - 0.5 km/hr and with a rotation of the angle of impulse
application within the range 0<0< 7, where for the angles Tn
< 0 2wr the curves lie symmetrical relative to the axis 0 = ,.
As we know, the position of a vehicle in space is wholly deter-
mined by the values of four Keplerian elements and the instantaneous
time instant or angular argument of the motion. Let us take a sys-
tem consisting of the following quantities as a set of such para-
meters:

9is the longitude of the ascending node; i is the inclination
of the orbit; a is the major semiaxis; e is eccentricity; w is the
angular distance of the pericenter from the ascending node; and
u is the angular distance of the object in the orbit from the line
of nodes (the argument of the latitude)

Let us set up a problem of determining optimal orbital maneu- /278
ver of the spacecraft performing the rendezvous mission J217.

The rendezvous point is designated in the orbit of a space
object with which the rendezvousmust be made by the maneuvering
spacecraft, from the condition of matching the time of their motion;
the following quantity must satisfy this condition:
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Fig. 5.14. rmax as a function

7of the angle 0 for different
r,-7076 values of the impulse for a

spacecraft transfer from a cir-
cular orbit (orbit altitude is

700 km)
_._o ___KEY: A -- e, deg

A

7-103
0 50 100 150 8 8spa

a'/
Attr - (t 2)- E(ti)-

-e[sinE(t2)- sin E(ti)]) + IT, (5.10)

where Attr is the transfer time of the spacecraft;

E(t2), E(tl) are the eccentric anomalies of the rendezvous
point and the position of the object at the in-
stant of spacecraft launch;

1 is an integer; and
t is the total period of revolution of the space

object in its orbit.

By varying the position of the rendezvous point in the .orbit
and thus Attr, we obtain different values of the characteristic

velocity for an impulse transfer. A one-parametric family of
curves, shown in Fig. 5.15, has an envelope determining the minimum
values of AV. Here the launch point of the spacecraft is fixed..
The characteristic velocity of the spacecraft transfer can be cal-
culated by different formulas, whose content -- however -- is the
same.

Let us derive formulas for calculating the characteristic
spacecraft transfer velocity in the rendezvous mission. To deter-
mine the parameters of the transfer orbit, we can use any method
of determining a trajectory by two points, for example, the
Euler-Lambert or the Gauss method fL087.

We will select the Eul --Lamber menthod /T2i, which deter-
mines the transfer time Attr as a function of rl, r2 , the angular

distance between them AO in the transfer plane, and the semimajor
axis of the transfer orbit atr.

236



Different transfer trajectories are obtained for different

ratios between these quantities:
elliptical, if

rl + r2 + s

atr +4 (5.11)

parabolic, if /279

Ir-r 2 [<s (5.12)

and hyperbolic, if
4a +ri+r 2 ,s,tr

where s is the distance between the radii-vectors rl and r2 . The

trajectories determine uniquely only for parabolic and hyperbolic

orbits. The Euler-Lambert equation for orbits of different types

can be written as follows:
for a hyperbolic orbit (atr < O)

At _[- 32 [sh7- (shB -)I;
tr

for a parabolic orbit (atr = ± )

tr = [(r + r, + s)3 " -T (r, + r. - s)3!2];tr

for a first-order elliptical orbit (atr> r-ir 2 +s
4

AV KM/o A u= 1267
-6,178 Fig. 5.15. Characteristic

623o0 transfer velocity as a func-
tion of time. The position

,4 /] 7  of the space object in the

S71 orbit is determined by the
.0ga argument of latitude u, in

u=,2618 radians. The parameters of
the initial orbits are as

I_ follows:
a = 8000 km

11 = 0.01W l = 0.78
1000 2000 J000 4000 oo0Otc 1 = 0.78

11 = 0

a2 = 10,000 km

12 = 0.015
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Fig. 5.15. Characteristic transfer velocity as a func-
tion of time. The position of the space object in the
orbit is determined by the argument of the latitude u,
in radians. The parameters of the initial orbits are

as follows fcontinued7

w2 = 1.05

02 = 0.78

12 = 0.08

KEY: A -- V, km/sec
B -- Tons

Mtr -- 12nn + a --sin a F (8 - sin 5)1; (5.13) /280

for a bounded elliptical orbit (atr - r1++s)

t r4
M tr In [(2n + 1) s( -- sin 3)]; (5. 14)

for a second-order elliptical orbit (atr> +s)

M.= - [2n (n + 1) -(9 - sin a) : (B - sin b)].

In formulas (5.13) - (5.15), the sign " - " corresponds to the
case when 0 <A4-< , and the sign "+" corresponds to the case when
7r AO - 2w. The quantities s, , , E, and 6 are determined from
the expressions given below:

= r +r2-2rr2 cos A;

£ rI+r 2 +s r1+r 2-s

2 a --4tr 2

7o>0. r>0

. r+r+s r-+r2-s
sin L r1/l s 2 s sin -

2 4a r 2 4 atr

0 4 < -; 0< k-.
2 2 2 2

After the rendezvous point is selected, the parameters of the trans-
fer trajectory and the impulse value are calculated.

The eccentricity of the transfer orbit is determined from the
expression

238



I r( r2- ri 2 cosec E(t 2)-( +

r2  r )sec 2 E(t2)- E (t) 1i
2  (5.16)

2atr 2

where E(t2 ), E(tl) are the eccentric anomalies in the plane of the

transfer orbit of the rendezvous point and the launch point of the
maneuvering spacecraft. The angular distance of the pericenter
from the node of the transfer trajectories is found by the formula

* =--8Oarctar_,
tr x,

in which xl, yl are the coordinates of the spacecraft launch point /281

in the plane of the transfer orbit (the Ox axis is at the ascending
node, Oy is along V);

01 is the true anomaly of the launch point, determined 
as fol-

lows:

u=2arcta9E tg 1
-etr 2

= -q + arccos -- ,

#1 +n; hl-- +an for O 4 10< ;
2 n; 2 (5.17)

2 + an; Al -2 + An for 0 < A&< 2n;

e - 0< e <,

If El < 0, then the supplementary angle E* to 2 7r is consider-1 1
ed, and 0 t<r<X

2n - e W > n.

The true anomaly of the rendezvous point 12 is determined by

formulas (5.17), in which the eccentric anomaly

E = q, + arccos --

is inserted. eltr

The longitude of the ascending node i2tr and the inclination

i are calculated in terms of the coordinates of the launch point
ARE the rendezvous point in the geocentric inertial system of
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coordinates, as follows. Let Cl, C2 , and C3 be the projections of

the doubled area of a triangle taken with the corresponding sign
on the coordinate planes in the geocentric inertial system of coor-
dinates; then the longitude of the ascending node of the transfer
orbit 08to7 is

[Cs sign Ct1]
Qt2arctan [Cssign C1] tr

The angle of inclination of the transfer orbit plane is deter-
mined by the formula

tr= arccos V2C 2 O< ir n.

By determining all transfer orbit parameters, we obtain the /282
characteristic velocity; here the following formulas are used:

= - -- [(sin u + esin o)cos +
a( 1-e)

+ (cos u + e cos o)sin Q cos i];

= "a(--e [(sinu + esino)sin -
a(1-e)

-(cos u + e cos o)cos S cos i];

Z= -1/ sini(cosu +ecos ).
40(1-e)

The relative velocity at the rendezvous point is calculated in
similar fashion.

Of greatest interest is the optimization of the characteris-
tic velocity by the angles specifying the position of the starting
point ul and the position of the rendezvouspoint u2 , since for

given orbital elements they specify the position and velocity of
the satellite.

The characteristic velocity as a function of the transfer
time and the angular position of the satellite in the orbit are
shown in Fig. 5.16.

The solid lines represent the minimum impulses; the dashed
lines represent the relative velocities at the rendezvouspoint of
the spacecraft and the satellite.
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The eccentricity, inclination, and relative location of the line
of apsides are factors having varying effects on the magnitude
and the number of local minima of the quantity Vmi n and Vrel

(cf Fig. 5.16). For a complete analysis of the transfer problem,
we must note the number, shape, and relative values of all these
minima. Since the characteristic velocity is not convex and is
not an everywhere-smooth function, it is difficult to employ ordi-
nary numerical methods of optimization, such as the steepest-descent
method /37. Let us therefore use, in investigating the impulse
function and in determining the global minimum, its geometric re-
presentation in the plane u l , u2. The points of this plane defin-

ing all possible transfers of the spacecraft for the rendezvous /283
with the satellite are enclosed in the limits 0 < u < 2T;
O < u 2  

2 r.

The geometric position of points with equal impulses AV can

be obtained in this plane.

These equal-impulse lines are shown in Fig. 5.17 (the space
object is in a circular orbit, the spacecraft orbit is circular,
and their planes coincide) and in Fig. 5.18 (the inertial orbits
are elliptical and noncoplanar). The relative mean distances from
the earth and the angle between the planes of motion are the deter-
mining parameters in seeking the minimum AV. Selection of the
optimal solu ions in the rendezvousproblem depends also on the
holding time0 and the transfer time.

Av1t Fig. 5.16. Minimum characteristic
c, A velocity 2 and relative velocity 1

4 at rendezvous point as functions of
the angular position of the space
object in orbit (u = 1.92)
KEY: A -- Vrel sec

/ -- Vrel'
SB -- u, deg

-AI
,1 For spacecraft performing a
2 rendezvouswith several space objects

B (their so-called fly-by), not only
o must individual transfer orbits be-

50 100 150 U d tween two points be determined, but
also their optimum sequence.

Since the maneuvering spacecraft can execute more than one
revolution in each of the transfer orbits, their distances at the
perigee (rp) must be limited from below, i.e., rp rmin. Orbits

satisfying this condition are called real orbits. In searching
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for the optimal transfer orbits of a maneuvering spacecraft, we /284
must use the region of values of the initial parameters to obtain
real orbits 53/_.

=t epad A , Fig. 5.17. Lines of equal
optimal impulses for circular

0,2coplanar orbits

so_ __ _o I KEY: A -- Deg

s 0.8 Suppose the position of

,o pIO yVo. the spacecraft launch point
7 17 and the rendezvous point are

determined by the distances

/o 1 from the geocenter rl and r2
a4 5 and by the angle 2f between

these radii-factors
r7O/// /(0 2f < 2 ). For e close

AIX j' to unity, the limiting values
of the true anomaly of the
defnedinitial transfer point are

o 10 20 JO 40 50 60 A 70
ul+1 epad

cosec f
(e 1 )~ 1 2arctan cotf c - •

The perigee values corresponding to the limiting transfer
orbits with minimum eccentricity and with eccentricity close to
1 are determined as follows:

(r .m in a(l + a)( cos2f - 1) /285
(1 +a) I1 + a2 -2 cos2f- (1 + 2 -2 cos2f)

a ( - cos 2f)

P 2 (l+ a2ycosf)
where r r2

rP =r r,

r 1 ri

For assigned rl and rmin, real orbits obtain only for specific

combinations of a and f, where for the same values of a and f the
orbit with minimum eccentricity can be imaginary, while with an
eccentricity that is very large (e - 1), this orbit is real, and
vice versa.

242



44,:n 0 423 St Fig. 5.18. Lines of the equal
optimal impulses for ellipti-
cal noncoplanar orbits. Ini-

, -. tial-orbit parameters:
a1 = 8200 km

3 el = 0.05

I, /  /i0.7854

1 "' 'o ia 10,000 km"

u2 2pad A KEY: A -- Deg

The domain of the existence of real transfer orbits for the
case a $ 1 is dictated by the values of the true anomaly (0lbo

LSo = boundar&7 of the spacecraft launch point, specifying two
transfer orbits at the bounds of the real domain in which

p min: tn ()o /2862
(mi-1)sin2f 2 - (rmin -1)(-cos2f)

2 r-- - r ain (1 + cos 2f)--(1 - cos 2f)

The region of angles e for which rp > rmin is defined by the sign

of the derivative

sign ~-j-) =sign(-a)lf ( 2+

Thus, when a / 1 for assigned "alf and -min , the above-written

equations wholly specify the regions of the angles 01 to which

real transfer orbits correspond (Fig. 5.19). When a = 1 for

r 1> ( + cos I I), Oe <(1 -- mi/ (rmi- cos f).
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With an assigned spacecraft transfer time, for specified initial
conditions real orbits are considered in which the angular transfer
range in the general case is assumed to be

AO =2(f + na), n = 1,2, .... n,

where the number n is not given, but 0 < f<7r is assigned.

Fig. 5.19. Relative perigee
40 A e=1 A - altitude as a function of true

n*. F , anomaly of the initial transfer

B -point
Oicma of ,pexx opam KEY: A- rpl

B -- Regions of real-orbit",
- C -- (1 bo)i

cc=,25 2!= 600 D -- (01 bo )i+l

S 0 ~o o 30730 In searching for real orbits /287

C 00 D (,rp providing for transfer in a spe-
cified time, the integral number
of revolutions n corresponding to
it is determined. This is done
as follows. When a / 1, for the

case abo< rmin, the modulus of the difference in the number of

revolutions at the boundary points of the real region is determined
as follows:

A = [ni,n], - [n,,] i+I j 1,

where [n i] is an integral part of the number of revolutions,

and the subscripts i and i+l denote adjacent bounding points.

If A : 1, then orbits corresponding to all integral values of
nI,II in the range of revolution numbers studied will be real; if

A < 1, then they are in general no real orbits for the specified n.

If an orbit with _~n (- lies in the real domain, then all
nmax 2na'

orbits with integral values of n within the range from the smaller

nI,II to nmax will be real. If the real domain contains an orbit

with e = 1, then all orbits corresponding to integral numbers of
revolutions from n = 0 and to the largest in this range will be
real. For a = 1, all.transfer orbits with integral n within the

range from smaller nI,II to nci /Ei = circular7 will be real. If

Itn i - ncil < , then in general there will be no real orbit

for the specified time. The quantity nci defines the number of

revolutions corresponding to the circular transfer orbit
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In Fig. 5.20, domains denoted by inside hatching represent

the set of initial data a, 2f, and rp min corresponding to an

unbounded transfer time.

Note that the domain of real transfer orbits of maneuvering
spacecraft depends on the parameters of motion as follows:

1) for a specified rp min' with increase in a the domain of

real orbits becomes smaller, where for a < 1 when a = rp min' the

domain degenerates into a straight line 91 = 2r - 2f;

2) for a specified a, an increase in the allowable perigee
radius of a transfer orbit leads to a contraction of the domain
of real orbits;

3) whena< 1, most of the domain contains real orbits with the /28E
apogee at the initial transfer point ( 6=w ) and when a > 1 --
with their perigee at the same point (e = O; and

4) orbits for which e = 1 encompass within the real domain
a bounded range of values for the angles f.

Fig. 5.20. Domains of the func-
$gA d tionof main initial data a, 2f,A ' nmB I 8 and rp min for an unbounded trans-
00B min

,25 I fer time
KEY: A -- Deg

20 B -- r-,0 - p min
49 C -- Deg

8" 2.\Thus, for specified values
of the initial data, there is

I always a wide domain of real
0so orbits such that for an unbounded

time a greater opportunity for
variation in angles is afforded

0 6o 120 780 240 ,wo f2?3 in selecting the requisite trans-
c fer orbit.

In the case of an assigned time, the number of calculations
of possible transfer orbits is also reduced.

The domains of real orbits must be determined when seeking the
optimal maneuver of a spacecraft in flying past a group of satel-
lites in different orbits. The method of constructing the optimal
route for a fly-by past a group of space objects is extremely
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cumbersome, for this problem is of the combinatory type, whose /289
specific details consist of the starting points moving according
to complex nonlinear laws J27. The dynamic programing method,
allowing the solution of the problem to be subdivided into stages,
is a rational method of solving it. In setting up a computational

algorithm, special attention must be given to two important points:

-) selection of the group of parameters characterizing the
state of the physical system S; and

2) subdividing the process of controlling the maneuvering
spacecraft in the fly-by past n objects into stages. Here the

process of transferring from So to Sk must be broken into stages in

such a way that they admit of a convenient enumeration and a well-

defined sequence of actions.

The principle of dynamic programming presupposes the selection

of controls for an individual step with reference to all its conse-

quences in the future, and in accordance with this it is required

to find at each step a conditional optimal control for any of the

possible outcomes of the preceding step. The proper subdivision

of the process of optimizing the trajectory of multiple transfers

of a spacecraft is very important, since on it depends not only the
accuracy of a solution and the computer time outlays, but in several

cases also the possibility of bringing the solution of the problem

to a conclusion.

Let us look briefly at the search algorithm for an arbitrary
minimum of some specified criterion determining the optimal route of

a maneuvering spacecraft in fly-by past a group of satellites in

different earth orbits, the dynamic programming method TO, 27
affords minimizing any output parameter characterizing the state.

In this case, the optimal route of a spacecraft is defined as the
routeeither with minimum energy outlays for a bounded time, or
with minimum time of fly-by past all satellites with a bounded

fuel reserve. Different a priori prerequisites relative to the

initial data are assumed for these variants, however the solution

algorithm used is common.

Let us denote the position of a maneuvering spacecraft by S,

the position of the satellites by pi(i = 1, 2,..., n), and the /29

entire system of maneuvers with which the state S is changed, by
V. The state of system S is described by the seven parameters a, e,

w, , i, u, and t, which represent a point of seven-dimensional phase
space H, and the state change in the course of the control V corres-

ponds to displacement of the point S in the phase space. This

trajectory S affords fly-by past all n satellites pi(i = 1, 2,..., n)

with certain specified conditions at the encounter points maintain-
ed. Control of the system is organized so that some criterion I
tends to the minimum I* = min I(V, S). The criterion I is defined
either as the overall characteristic velocity of multiple transfers,
or else as the time of fly-by past the n satellites.
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Let us consider the case when the criterion is the overall
fuel reserve of the spacecraft (corresponds to the characteristic
velocity). Suppose the initial state S0 and the domain of terminal

states Sk defined by the contraints imposed on the total space-

craft flight time and by the number of satellites past which the
fly-by takes place are given.

Then the problem of determining the optimal spacecraft maneu-
ver in the fly-by past the n satellites in a bounded time is
formulated as follows: from the set of possible controls V(V l1, AV2,... , AVn), we must find the control V* which transfers the

point S in phase space H from the initial state S to the terminal
domain of the S sucn that the overall characteristic velocity
tends to a mini um.

The variation in the state S is subdivided into n successive
stages and optimization of each of them is carried out, beginning
with the first. The problem of optimizing the trajectory of the
fly-by past the group of satellites will be set up differently,
depending on the specification of the boundary values of So and Sk -

If it is required to determine the optimal route for a fly-by
past the group of satellites and to arrive at the assigned orbit
Sk' the optimization begins with Sk and as a result of the solu-

tion of the problem, we obtain the optimal initial orbit.

For assigned initial condition Sk, terminal conditions are

not explicitly defined and the fly-by past all satellites is an
indicator of the end of the process. The optimization problem is
initially solved in this formulation. Each stage represents the
selection of possible optimal transfers between orbits of several /291
satellites, where only real orbits are considered. In a particular
case, the stage can represent a transfer between only two orbits.
Selecting the optimal control V within a stage is subdivided by
time into k steps. The number of points k in the transfer orbit
dictated by the possible instants of departure of the spacecraft
from this orbit defines the scale of controls, for to each point k
there corresponds its own value of the characteristic velocity.

At each stage of the calculation, we must first seek for the
conditional optimal control (for all possible assumptions on the
results of the preceding step), and then, after the optimization
has been brought to the final stage Sk, we must again carry out the

full sequence of steps, but now in the direction from the terminal
point to the starting point; here, one of the set of the condi-
tional optimal control is selected at each step.
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The operation which brings the control transferring the space-
craft to the encounter point and minimizing the characteristic

velocity into correspondence with the starting point of the space-

craft from the transfer orbit and the assigned conditions of en-

counter with the satellite is called the elementary operation.

Any method of determining the optimal transfer trajectory can be

used in the elementary operation.

Obviously, wholly specific initial phase positions of the

spacecraft and the objects flown past correspond to the optimal

route of the maneuvering spacecraft. For any initial phase posi-
tion an optimal transfer from the holding orbit can be provided.
The maximum holding time for which any possible phase position is

realized is determined by the periods of the total revolution of

the space objects and the maneuvering spacecraft.

The characteristic transfer velocity of a spacecraft between

two orbits, with assigned parameters of both orbits, depends on the

spacecraft altitudes relative to the line of nodes.

The mutual altitude of two space objects is a periodic func-

tion of time, and this period is equal to the maximum possible
holding time. For the case of a single transfer with T s < TP, the

period of variation of the phase positions of the maneuvering space-/292
craft and the space object is determined by the formulas

I- { T-T

Pi, qI, Ts,
T- -T q,

where T s is the period of the complete revolution of the spacecraft
in the reference orbit; and

TP is the period of the total revolution of the space object.

For the case of two space objects, the period of the change in

their phase disposition and the spacecraft is determined with simi-
lar formulas:

, "'T, ' Qg 0 ,

T2

p0, q 1 - E,2T q2
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where T2 is the period of revolution of the second object and

T < T < Tp. For an arbitrary number of space objects, we obtain

the recursive functions:

®I t I=

P,. qk, T , P

If the periods of the total revolution of the maneuvering spacecraft
and n objects are similar to each other, the total period 4 k can be

very large. For example, for a pair of orbits with total periods

T s = 5428 seconds and TP = 5798 seconds, the total period of change
in the mutual space disposition of the spacecraft and the object /293
is 14 Ts , which is about 21 hours; for two orbits with periods

T s = 5428 seconds and TP = 6049 seconds, it is now Dl = 1612 Ts ,

which is approximately 2430 hours. Knowing the period of the phase
disposition of the spacecraft is very important for the elementary
operation, since the number of steps in the scale of controls and
the time value of the step must be related to the period of phase
positions of objects belonging to the same step. The accuracy of
the solution determining the proximity of the resulting solution
to the absolute or conditional minimum is defined as the value of
the step and the number of points in the scale of controls.

Owing to the complexity of the problem, any general conclu-
sions and recommendations can hardly be arrived at. Therefore we
must speak only of certain partial conclusions, namely that the
optimal route, if there is no time limit, lies in the
plane of the initial orbit of the spacecraft and provides for the
absolute minimum of the overall characteristic velocity. When the
time is unlimited, the minimum characteristic velocity does
not depend on the initial phase locations of the space objects.
A rigorous minimum of the characteristic velocity for an assigned
time can be obtained by a numerical method by setting up a system
of conditional optimal transfers at each stage, with the holding
time calculated from the assigned time of fly-by past n satellites,
with reference to preceding transfers and the necessary time re-
serve for the future.

5.3. Control Systems of Spacecraft

The first and one of the main stages in the operation of the
control system of space complexes is the insertion of the spacecraft
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into orbit or a flight trajectory. This stage does not differ

fundamentally from the insertion of a ballistic missile into its

trajectory. The insertion point of the satellite, as a rule,
coincides with the orbit's perigee. Obtaining a velocity of given

magnitude Vkand a direction perpendicular to the focal radius-

vector of the insertion point (i.e., the apsidal line of the orbit

being formed) is a necessary condition for this. The position of
the orbital plane is determined by the vector product of the velo- /294
city k and the radius-vector ?k. The error in the launch angle

ek (the angle between the velocity vector k and the local horizon)

leads to the velocity vector at point K of the orbital insertion

being not perpendicular to the line of apsides, the orbital perigee
being displaced, and if the modulus of the velocity Vk is equal

to the assigned value, the eccentricity e changes.

Thus, if the coordinates of the position point rk, k,' and Xk

(0 and X are the geographic latitude and longitude, respectively),
and the direction of the velocity vector in the plane of the local
horizon is specified by the angle 4k between its projection onto

this plane and the local meridian, then the Keplerian elements will
be functions of the initial conditions of the orbital motion. By
differentiating them, let us determine the errors in the orbital

parameters as functions of the insertion errors. According to J 7,
we will write these variations as

6a ,6rx v6V-
- A. - +A.V
a r V.

v6rn v.V
8e = A, - +Ar -;

r. Vic (5.18)
8o = Aw6ipH + A.6VI + 6Vi;

82 = 998 - .A - V -

6i = A? 6(p. + A 6,.

The expression for ae does not contain the

term -~l6, since the eccentricity, to the first approxi-term ae
mation, does not depend on the angle ek. In contrast, the term 6Vk
does appear in the expression for 6w, since in the differentiation
the relation w = u - 6 was used.

The coefficients of equations (5.18) are as follows:
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Ar vr O
V dA r r

A, = V.e = 2A,;

A ) (5.19) /295

A.= ; At=(

(Fig. 5.21).
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Fig. 5.21. Plots of the coefficients of errors in theinsertion of AES or a spacecraft as functions of the
parameters 4k(a), k(b), and Vk = Vk /Vci -- the ratio of
the velocity Vk to the local circular orbital velocity (c)
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Fig. 5.21. Plots of the coefficients of errors in the

insertion of AES or a spacecraft as functions of the

parameters 0k(a), Pk(b), and Vk = Vk/Vci -- the ratio of

the velocity Vk to the local circular orbital velocity (c)

/continued
KEY: 1 -- Degrees

Navigation and control in the insertion of a satellite into

an orbit are executed on the command principle (Fig. 5.22) using
the same method and facilities as for the powered phase of ballis-

tic missile motion. A difference here is that as a rule the sat-

ellite has a terminal acceleration stage during which the engines /296
of the last stage operate and the exact value of the direction of

the velocity required for orbital motion is set.

Since in the initial stage of motion interferences associated

with the effect of the earth hamper the use of the tracking radar,
missile coordinates can be determined onboard using inertial
sensors and then either transmitted to a ground command complex,
or directly fed into the onboard computer of the control system.

In this case the tracking radar is replaced with a telemetric
data receiver.

Fig. 5.22. Block diagram of
Sr-- -- - the command control system of
S I I an AES in its powered phase:

I III I 1-- Doppler transmitter
Jll--L- 2 -- Doppler receivers

y V6---' 3 -- Tracking radar
_ -, 4 -- Computer of ground com-

mand complex

L 5 -- Memory
6 -- Transmitting radio set
7 -- AES with onboard control

system

Errors in-satellite insertion into orbit can be corrected later

on by using navigation and control systems. For flights to other

planets, the correction as a rule is realized by subdividing the
entire trajectory into three characteristic phases: within the

sphere of earth influence, within the sphere of planet influence,
and the intermediate phase. As shown in 5907, a characteristic
feature is the fact that in the sphere of earth influence and in
the intermediate trajectory phase there are points such that cor-
recting impulses must be applied near them for multiple optimal
correction. Moreover, the application of impulses precisely at
these points is difficult for single-action correction.
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Since the aim of correction is to eliminate random perturba- /297
tions of motion, statistical criteria (cf Chapter Six, Section
6.1) can be advantageous criteria of the effectiveness of this
process. Accordingly, it is of interest to investigate the problem
/U 7 in which the correction times and the correcting impulse are
found from the results of measuring the parameters of actual mo-
tion. The correction strategy is set up here in accordance with
the maximization of the probability of the correcting parameters
lying within the assigned region, with constraint on the fuel con-
sumed.

In addition to the trajectory correction, navigation and
control systems must provide for landing and maneuvering of the
spacecraft, i.e., variation in its orbital parameters.

Both command, as well as autonomous navigation systems or
their various combinations can be used in an orbital flight. The
predominant use thus far of command navigation systems in space-
craft is attributed to the greater accuracy (under otherwise equal
conditions) of ground instrumentation facilities, and also due to
the inadequate advancement of onboard instrumentation and comput-
ing facilities. When these systems undergo relative evaluation
/lO7 (Fig. 5.23), the main advantages which the autonomous navi-
gation system of spacecraft possesses must be borne in mind: the
possibility of performing navigation tasks at any time, regardless
of the relative position of the craft and the ground command-
instrumentation complex, the absence of any radiation into outer
space, high anti-jamming capability (which American military
specialists value highly), and the independence of the errors in
the determination of the actual trajectory, of the distance between
the craft and the earth (which is important in long-range space
flights).

With the autonomous navigation of a spacecraft, considerably
more methods of data acquisition can be used and in the command
navigation approach 11O7. This means that measurement of a
large number of different quantities containing information about
the trajectory of motion and with the aid of a large number of
varied technical devices is possible (Table 5.3 527).

The radio method of data acquisition, being one of the prin-
cipal approaches in command navigation, can be successfully used
also in autonomous systems.

The most common version of an onboard radio-data acquisition
device -- the radio altimeter -- measures the distance R to the
earth, the angle e characterizing the direction toward it with
respect to any fixed axis, and their derivatives. In determining
the distance between moving objects, the quantities AR and AR can
also be measured.
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TABLE 5.3 /298

Method of Measured quantity
measurement R j AR AR 6 0

Radio + + + + + +

Optical + + + + + +
Inertial + +
Magnetic +

Acoustic + + +

Radiation + +

2 ; Fig. 5.23. Variation of the errors in auto-
nomous 1 and command 2 control systems of AES
KEY: A -- Years
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0N- - Fig. 5.24. Change of the angular size of the
1. 102r earth's disk (a) and errors in range determi-

41I nation (Ar) as functions of the relative dis-
6-10, tance (r/R). When R = 6400 km, the error in

o1.6 measurement of the angular value - 10-.
1.0 10 100 r/R

The optical method can be employed in several versions. One /299
of them, traditional generally in navigation and introduced into
modern space navigation, is measurement with the aid of a sextant
of the angular distance between stellar reference points, in parti-
cular, a star and a planet (earth and moon). The requisite number
of these measurements (the minimum number is six angles between the
planet and different stars), fixated in time, specifies the orbit.
By measuring the angular size of a celestial body with known linear
dimension (for example, the diameter of disk of a planet or the
known distance between reference points on its surface), one can
find the distance to it.

The possible error in this quantity, if the telescopic mea-
surements of the angles are made with an error not exceeding
10- i/7 is shown in Figure 5.24.
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The use of measurements of the angle between bearings to the
navigation star and the limb of the earth's disk, in flights into
near-earth space, is complicated by the fact that the optical
horizon of the earth is blurred owing to atmospheric effects, its
altitude is unstable and, in general, is known with large errors.
Therefore before requisite statistical data on its altitude and
spectral characteristics have been accumulated, it is best to
employ different combination methods, for example, measurement of
the angle between the bearing to the star and the earth vertically
with the addition of measurements of the altitude above the earth's
surface (cf, for example, 27).

The theoretical possibility of determining trajectory para-
meters by using different sets of measurements (the so-called
observability problem) is extremely important in the problem of
navigation generally, and -- in particular -- in autonomous naviga-
tion. Thus, a problem has been posed in work Z97, where in parti-
cular it is shown that when derivatives of certain functions (not
the functions themselves) are measured, observability defects can
only become greater.

Performing measurements in the optical range is also possible
using laser devices, capable of measuring all quantities indicated
in Table 5.3. Here also can be included the method of constructing
a vertical in the infrared range (IR vertical).

The inertial data acquisition equipment is at present, /300
one must admit, the most widespread. By integrating acceleration
measured with accelerometers in the direction of cknown axes, at any
time one can calculate all six quantities (coordinates and velo-
city components) required to describe a trajectory. Since an acce-
lerometer responds only to the action of nonconservative forces,
to determine the orbit in "free" ballistic flight .known equations
of motion must be integrated, by solving the Cauchy's problem for
initial conditions corresponding to the beginning of the ballistic
phase, i.e., the instant of cutoff of the spacecraft engines.

In spite of the high accuracy of measuring accelerations with
onboard accelerometers, this method has some drawbacks, for the
directions of the axes along which the accelerometers are erected
and fixated using gyroscopes contain errors that increase in time
and are periodically variable (Schuler fluctuations). They are
corrected with telescopes sighting directions to known stars.
Other methods of "correcting data acquired from inertial sensors
are also possible.

Most promising from the standpoint of accuracy and reliability
are integrated autonomous navigation systems acquiring data from
several different sensors and using it with appropriate statistical
weights, or combination systems functioning on some trajectory
phases in the command, and on others -- in the autonomous mode. In
all versions of autonomous and combination systems, the second
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fundamentally important onboard assemblage, in addition to the data
acquisition equipment, is the onboard computer that serves to pro-
cess measurements and determine the motion control law.

The three last methods of data acquisition shown in Table 5.3
are completely undeveloped in space navigation and their effective-
ness of use is thus far unclear.

Let us consider control systems of several manned and unmanned
spacecraft. The Soviet spacecraft Vostok, Voskhod, and Soyuz, and
the American craft Mercury and Gemini are manned flight craft for
earth flights. They are intended to perform scientific and tech-
nical research and also to develop certain systems for future space-
craft.

The rendezvous and docking of the Soyuz 4 and Soyuz 5 spacecraft
represent the development of a technology of assembling large orbi-
tal stations in space. Experimental studies conducted with the
participation of astronauts in the Soviet Union during the flights
of the Vostok and Soyuz spacecraft, and in the United States during /301
flights of the Mercury and Gemini spacecraft demonstrated the
fundamental possibility of the participation of astronauts in
navigating and controlling spacecraft, which can increase the reli-
ability of the systems. Still, the problem of constructing a
rational system with human participation has thus far not been
completely resolved.

A fundamental task of navigation and control systems in space-
craft designed for encounter with maneuvering and unmaneuvering
AES consists in their approach by a specified, quite close distance.
Here not only the position vectors, but also the velocity vectors
of the spacecraft and the AES, which will subsequently be referred
to as the target for sake of convenience, must be matched in a
specific way. For example, in the building of spacecraft in orbit,
fueling them, replacing crew equipment, and so on, a control craft
must not only approach by a close distance, but also executes
soft contact with the AES, by reducing its relative velocity nearly
to zero.

The nature of the task which a maneuvering spacecraft must
perform is dictated by the relative velocity with which it enters
the neighborhood of the target, and by the actual extent of this
neighborhood.

In all these versions of encounter can be executed by the
successive application at different instants of a number of small,
modulus-decreasing thrust impulses /8, 437. The realization of
this process will be divided into three stages.

During the first stage the craft executes an approximate
maneuver. It is launched and accelerated to a fairly high velocity

256



ensuring flight along a ballistic trajectory which passes in direct
proximity to the target. The craft and target velocities are dif- /302
ferent.

The second method consists in performing a number of maneuvers
imparting to the orbital craft the velocity close to the target
velocity (or to an assigned velocity . These two stages, combined
in the common name of "approach" or 'long-range guidance", can be
recommended without using equipment reporting on the relative
motion of the guided craft.

A third stage -- docking -- consists in performing correction
and the terminal maneuver affording mating or the condition for
performing any other specified tasks.

This requires exact information on relative motion, which can
be acquired only by means of onboard sensors.

The vector AV of the missmatch of the actual and the required
overall velocities can be used as the controlling parameter in all
stages. In the docking of the Kosmos 186 and Kosmos 188 craft and
the Soyuz 4 and Soyuz 5, the first two approach stages were imple-
mented by selecting the launch time of Kosmos 188 and Soyuz 5,
following guidance using terminal inertial correction and trajec-
tory correction.

The parameters of the orbits of the Kosmos 186 before docking
and of the Kosmos 188 after insertion are as follows:

Type of Perigee Apogee Period Incl. of
AES altitude, altitude, of rey., orbital

HAES , km H a, km T, min plane,i,deg

Kosmos-186 180 260 88,64 51.68
Kosmos-188 200 276 88,97 51,68

The relative distance between them at the instant of Kosmos188 insertion was 24 km, and the relative velocity was 25 m/sec.

In the third stage, beginning approximately at several tensof kilometers, automatic radio search by the active craft
(Kosmos 186 and Soyuz 4) of the passive craft was carried out.

To do this, in addition to the mandatory systems of orienta- /303
tion, stabilization, and gas-dynamic control (the engine installa-
tion for correction and approach, and the vernier engine for orien-tation and docking), the active craft is equipped with a homing
radio system acquiring data on the relative distance and its deri-vatives, on the angle between the sighting line and the structuralaxes of the satellite, and its velocity.
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Since the search antennas are located at the opposite end of

the active satellite, detection can be executed for any mutual

position of the two spacecraft. When there is an unfavorable rela-

tive position, the active satellite turns around, orients itself

as required, and executes firm radio lock-on. Guidance in this

mode consists of varying the relative velocity according to a

special law with unchanged direction of the sighting line Z1007.

Up to the distance when the approach terminates and the dock-

ing stage begins, the craft is controlled with a correcting engine

installation, and then with vernier engines providing a relative

velocity of 0.1-0.5 m/sec at the end of the docking stage.

In contrast to the automatic docking of the Kosmos spacecraft,

guidance and control of the Soyuz craft was executed in the last

stage manually from a distance of 100 m.

The block diagram of the possible approach control systems of

the spacecraft and a block diagram for manual control of the Gemini

craft are shown in Figs. 5.25 and 5.26, respectively.

The sequence of maneuvers performed by Gemini VI in approaching

a space target, a previously launched Gemini VI craft, is shown in

Fig. 5.27. These maneuvers are characterized by data listing in

Table 5.4 137, 1517.

Moving on to an examination of the control systems of space-

craft intended for long-range space flights (to the moon and the

planets of the solar system), we note that in addition to the

ordinary requirements, they must have a long series of features

associated with ensuring safety, life support, and efficiency of /304

astronauts spending long periods of time in the space flights.
Characteristics of the control system of a shift of this kind are

mainly dictated by the following:

1. Large energy outlays required for long-range space flights.

This requires multistage engine installations' and the selection of

economical trajectories along which flight can take an extremely

long period of time. These trajectories can also be complicated .in

form with various supplementary phases, for example, with initial

insertion into earth orbit of the AES and subsequent additional /305

acceleration to attain the required velocity.

2. The nature of the flight trajectory. Its longest individual

phases are (in the first, Keplerian approximation) seg-

ments of hyperbolas or ellipses with eccentricity close to unity.

They are extremely sensitive to motion errors, which increase for
motion through the attractive fIeld of any gravitatonal body,r (for

example, in flying past the moon). This fact imposes high require-
ments on the accuracy of the navigation systeml0 .
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Fig.5.25. Block diagram of the automatic approach con-
trol system of spacecraft:

1 -- Guidance parameters2 -- Target ephemerides
3 -- Target data

4 -- Commands for engine firing5 -- Commands for engine cutoff
6 -- Commands for the angular velocity of the spacecraft
7 -- Angular velocity of spacecraft

8 -- Data on the relative position of the spacecraft
I -- Target
II -- Ground tracking station

III -- Computer of target ephemerides
IV -- Prelaunch computer
V -- Sensitive elements of inertial system
VI -- Calculation of position and velocity
VII -- Calculation of ballistic trajectory phase
VIII -- Calculation of engine firing instant
IX -- Calculation of engine cutoff instant
X -- Calculation of control command
XI -- Cessation of final correction
XII -- Relative position instrumentation elements
XIII -- Autopilot
XIV -- Dynamics of spacecraft
XV -- Communications equation
KEY: A -- Lt , Vt f = target

B -- Vreq Feq = require~7
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Fig. 5.26. Functional diagram of the control system of
the Gemini spacecraft1 -- Ground command navigation radio complex

2 -- Ground navigation system
3 -- Autopilot4 -- Engine drive

5 -- Telemetry sensor
6 -- Indicator
7 -- Digital command-computer complex

8 -- Inertial data (instrumentation) block
9 -- Radar
10 -- Synchronization system
11 -- Onboard digital computer (ODC)

12 -- IR /Tnfraredg horizon sensors
13 -- Computer of control system
14 -- Maneuvering control engines
15 -- Orientation control engines16 -- R ngine drive
17 -- Spacecraft position indicator
18 -- Velocity change indicator
19 -- ODC control panel
20 -- Indicator of relative range and velocity
21 -- Indicator of fuel level
22 -- Manual control of spacecraft

23 -- Transceiver24 -- Pulsed light beacon
25 -- Docking light beacon
26 -- Command instrument
KEY: A -- Orbital part of command system

B -- Ground complex
C -- Onboard direction indication panel
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Fig. 5.26. Functional diagram of the control s ystem of
the Gemini spacecraft /Continued/

D -- Orientation and maneuver engines
E -- System A
F -- System B
G -- Autonomous spacecraft systems
H -- Orientation engines for departure
I -- Orbital target (Agena D rocket)

3. A considerable degrading of the accuracy of trajectory /306
determination using ground instrumentation facilities and an in-
crease in the transit time of the signal at great distances of the
spacecraft of the earth. Therefore, in space complexes intended
for flight to the moon and especially to the planets, autonomous
navigation systems must be assigned an even greater role.

r Fig. 5.27. Scheme of maneuvers performed
by the spacecraft Gemini VI for encounter

with the target Gemini VII:
A0 -- Launch of the Gemini VI

rem a 1-6 -- Maneuvers of the Gemini VI
a (cf Table 5.4)

5- 7 -- Approach of the craft toward its
target at a distance of 24 km

8 -- Last spacecraft maneuver (cf Table

9 -- Approach with target up to 1 m
(group flight)

10 -- Fly-by of one craft past another
(group flight)

11 -- Last stage of group flight
12 -- Separation of the two craft and the

transfer of the Gemini VI to another
orbit

KEY: A -- Dark side of the earth

One of the complicated tasks performed by the Luna 6 space
station is the automatic execution of a soft landing on a planet
that lacks an atmosphere. Its conplexity lies in the fact that
this kind of landing can be executed only with retro-engines de-
creasing the velocity nearly to zero. This necessitates an amount
of fuel equal almost to half the weight of the station up to the
beginning of deceleration. The flight trajectoryll of the Luna 9
station is shown in Fig. 5.28.

Selection of the optimal flight trajectory to the moon was
determined mainly by energy considerations. From this viewpoint,
the best trajectory is one with a flight time of 3-4 days, and in
its selection the visibility of the moon from certain points of
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the Soviet Union during the deceleration of the rocket and imme-

diately after touchdown was taken into account. For payload condi-

tions of photography and to provide the thermal regime, the land-

ing of the station was planned in the region of the morning

terminator (a line separating the dark side of the moon from the

sunlit side). All this determines the date of the leg to the moon

and the launch date. In selecting the control program, analysis

of several deceleration variants shows that from the standpoint

reliability vertical deceleration was optimum.

TABLE 5.4 /307

Posi- Time of Maneuver Impulse, Purpose and Results of

tion Execution m/sec Maneuver

in
Fig.
5.27

1 In the first or- +4.3 Achieving calculated apogee alti-

bit, at the peri- tude. The apogee altitude after

gee at To + 1 hrs the maneuver is 276 km.

34 min, 3 sec

2 In the second or- +18.5 Increase in perigee altitude to

bit, at the apo- 224 km in order to reduce the

gee at T o + 2 hrs, angular approach velocity

18 min

3 In the second or- +9.7 0.070 correction of orbital in-

bit in the common clination for coinciding of or-

orbital mode at bital planes
T o + 2 hrs, 42 min,

7 sec

4 In the second or- ,0.24 +0.9 km correction of orbital

bit, at the peri- (engine altitude
gee, at To + 3 hrs, opera-

sec ting
3 min, 9 sec period

0.01
sec)

5 In the third or- +12.9 Transfer to circular orbit.

bit, at the apo- At a distance of 435.5 kman, the

gee, at T0 + 3 hrs, radar of the Gemini VI locked onto
the target (Gemini VII), and at

47 min, 37 sec a distance of 200 km the crew

of the ship first saw the sig-
nals of the pulsed beacon on the

target.
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TABLE 5.4 C-Continued7

Posi- Time of Maneuver Impulse, Purpose and Results of
tion Execution m/sec Maneuver
in
Fig.
5.27

6 In the fourth or- +13.5 First maneuver in the terminal
bit, at To + 5 approach phase. Relative dis-

hrs, 18 min, 39 tance 60 km.
sec

7 In the fourth or- +12.9 Insertion of craft into orbit of
bit, at T + 5 target. Relative distance at

hrs, 48 min, 40 end of maneuver is 36 m.

sec

The system of stellar orientation used in correction and de-
celeration operated with respect to reference celestial bodies:
the sun, moon, and earth. The telescopes of the astrosensors were
positioned for precalculated instants of time. The final adjust-
ment of the system was executed during the flight based on measure- /308
ment data. In the correction, the initial automatic orientation
toward the sun was carried out in two modes: coarse and precise.
After stabilization of one rocket axis toward the sun by turning
relative to it, the moon search was carried out. During orienta-
tion, the order of the operations was the same as for deceleration;
after the moon search, the system began the automatic earth search.

7 /off

5 6

2

Fig. 5.28. Trajectory and flight stages of the Luna 9
Station

1 -- Launch
2 -- Powered phase
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Fig. 5.28. Trajectory and flight sta es of the Luna 9
Station ZContinued

3 -- Holding orbit
4 -- Final acceleration and insertion into trajectory of

flight to the moon
5, 6 -- Separation of lunar stage from last missile stage,

activation of the time-programing device
7 -- Ground sessions of trajectory measurements and reception

of telemetry data
8 -- Coarse and precise orientation
9 -- Trajectory correction and orientation toward the moon
10 -- Trajectory without correction
11 -- Trajectory after correction
12 -- Adjustment of onboard systems for deceleration
13 -- Rotation of station and trajectory measurements
14 -- Firing of retro-engines
15 -- Soft landing on the moon

Preliminary calculations showed that if in deceleration the
engine axis was oriented according to the calculated trajectory,
the lateral component of velocity at the end of deceleration was
approximately proportional to the deviation of the actual point of
impact on the moon from the calculated point. Here a deviation of
100 km correspondsto a lateral velocity about 40 m/sec and the re-
quirements on the precision with which the post-correction trajec-
tory was known rose markedly. Therefore the retro-engine, begin-
ning at distance of 8285 km from the lunar center, was oriented
along the lunar vertical. After covering this distance, orienta-
tion was executed by tracking of optical sensors only aimed at the
earth and the sun.

An exact measurement of altitude was made with a radio alti-
meter, and its antenna axis was oriented parallel to the axis of
the engine installation. The beginning of the deceleration cycle
was dictated by arriving at an altitude 75 km over the landing
point.

The launch of the automatic space station Zond 5 flying past /309
the moon also took place from an intermediate orbit. The minimum
distance to the surface of the moon, 1950 km, was reached on
18 September 1968. During the flight terminating in the splash-
down in the Indian Ocean, two corrections were executed: the first
-- before the fly-by past the moon at a geocentric distance of
about 325,000 km and the second -- after the fly-by, at a dis-
tance of about 143,000 km. The flight trajectory of the manned
Apollo spacecraft intended to transport astronauts to the moon,
land them on the surfaces and then to return them to the earth,
includes two intermediate orbits: one -- the booster orbit around
the earth, and the second -- the holding orbit at the moon (Fig.
5.29 /159, 1727).
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Fig. 5.29. Trajectory and stages of the flight of the Apollo spacecraft j59, 1707
a -- Trajectory b -- Flight stages
KEY: A -- Trajectory of flight to earth B -- Earth

C -- Trajectory of flight to moon D -- UndockingE -- Liftoff F -- Descent

G -- Insertion into orbit of arti-ficial moon satellite



The flight of the Apollo XV consisted of the following
main stages.

1. Launch of a Saturn V launch vehicle (T + 0).

2. Cutoff of the first-stage engines (T + 159 sec) and sepa-
ration of the first stage. The maximum g-load at the instant of

engine cutoff is 4.5 g. Firing of the second-stage engines.

3. Separation of the emergency rescue system (after insertion
into the regime of the second-stage engines and rocket stabiliza-

tion).

4. Cutoff of the second-stage engines and separation of the
second stage. Firing of the third-stage engines.

5. Insertion of the spacecraft and the third stage with par-

tially consumed fuel into a holding earth orbit with altitude of

185 kmn (T + 0.2 hour). Over all phases of powered flight, except

for the first, the astronauts can, in the event that the launch

vehicle navigation system malfunctions, take command for themselves
by using the navigation system of the Apollo craft.

6. Revolution in an earth orbit (1-3 revolutions). Check-out

of equipment and crew status.

7. Erection of the inertial data instrumentation block.

8. Navigation measurements.

9. Firing of the third-stage engine and final acceleration of

the spacecraft.

10. Insertion into a sustainer flight trajectory to the moon /311

(T + 2.8 hours). Separation of aerodynamic fairings of the adapter.

Orientation for motion in the sustainer trajectory and redocking

of modules.

11. Separation of the main module (command and auxiliary bays)

of the Apollo craft.

12. 1800 turnof the main module.

13. Docking of the main module with its forward part (with a

hatch for crew exit) onto the lunar module (T + 3.3 hours). During

this operation in the position of the last stage of the launch

vehicle with the lunar module is fixed by a stabilization system.

14. Separation of the third stage of the launch vehicle

(T + 3.5 hours).

15. Correction of the trajectory with the sustainer engine.
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16, 17. Beginning and end of the twisting of the spacecraft
at the speed of 2 rev/hr.

18. Beginning of transfer to the selenocentric orbit
(T + 78.5 hours). When this maneuver is not performed (nonfiring
of the engine), on flying past the moon, the craft must again
return to the earth and land.

19. Passive flight in selenocentric orbit. Transfer of two
astronauts through hatch into lunar module.

Final check-out of lunar module. Input of required data from
main module system into the navigation system of the lunar module.

20. Separation of the lunar module from the main module and
orientation of the former (- T + 100.25 hours), and firing of the
landing-stage engine (104.5 hours).

21. Transfer of the lunar orbiter into an elliotical orbit
with altitude of apolune and perilune of 110 and 15 km, respective-
ly.

22. The main module with a single astronaut in the selenocen-
tric orbit monitors the guided motion of the lunar module to the
moon by radar. Its trajectory is revised for an hour up to the
instant of arrival of the lunar module at the perilune. This is
carried out by the ground instrumentation complex and by the astro-
nauts in the main module and the lunar module, using a sextant
and radar. If a decision to land the lunar module is not taken,
then the lunar module approaches the apolune with the main module,
into which the entire crew is again gathered after docking.

23. Deceleration of the lunar module at an altitude of about
15 km from the lunar surface; the distance to the selected landing /312
region is about 300 km. The altitude after deceleration is 2.6 km.

24. Landing on the lunar surface (-T + 104.5 hours). The
landing is executed by the astronauts using a manual control system.

25. Time spent by the astronauts on the moon (67 hours). They
exit onto the moon's surface three times (total duration -20 hours),
making trips on the moon traveler.

26. Firing of engines and launch from the lunar surface
(~T + 171.5 hours). The landing stage of the lunar module remains
on the moon.

27. Motion of the lunar module ina Hohmann ellipse to the
selenocentric holding orbit of the main module. Trajectory correc-
tion.

28. Transfer of the lunar module to a circular orbit.
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29. Encounter and docking of the main module with the command
compartment (-T + 173.5 hours). Transfer of two astronauts to
the main module and the removal of scientific material thereto.
When the lunar module is malfunctioning after its liftoff, all
approach maneuvers are performed by the main module.

30. Separation of lunar module (it remains in the seleno-
centric orbit; -T + 177.3 hours). Equipment check-out. Orienta-
tion of the main module for transfer to the trajectory of motion
to the earth.

31. Firing of the booster engine.

32. Transfer to a trajectory of motion to the earth
(-T+ 223.7 hours).

33. Separation of the auxiliary bay of the main module.

34. Entry of the command module into the earth atmosphere.
Aerodynamic correction of the trajectory.

35. Jettisoning of the heat shield (at an altitude of about

15 km), and deploying of drogue and main parachutes (-T + 294.7
hours).

36. Separation of parachutes and splashdown of command com-
partment with crew (-T + 292.2 hours).

The lunar module consists of two parts, which execute the
lunar landing in the docked mode. The landing stage remains on
the lunar surface, but the liftoff stage is launched and docks
with the command module in the selenocentric holding orbit.

Fig. 5.30 Z567 gives the values of the required increments
of velocity V and fuel consumption Gfu required to realize the /313

flight trajectory of the Apollo craft.

The atmospheric re-entry is one of the most crucial and
complex (in the sense of the accuracy required) flight stages.
The re-entry trajectory must be made within the limits of a very
narrow corridor (Fig. 5.31). If it is made higher, the craft can
ricochet from the upper atmospheric layers and move away from the
earth, but if it is made lower -- then the craft experiences such
heating and g-loads which can lead to the death of the crew or the
failure of the structure. Therefore the atmospheric re-entry angle
required for a favorable landing must be (-6.4 + 10) at a flight
velocity of about 11.2 km/sec /1557. The calcuTated external
surface temperature of the heat shield will be 30400 C in this
case, and about 500 C on the inner surface of the module walls.
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AVrn/c A B C~TC Fig. 5.30. Required increments
4Z AV 63 in velocity AV and fuel con-

-34 I ----~ ~ sumption Gfu in flight stages
of the Saturn V launch vehicle

0 - -- and the Apollo spacecraft:
I -- Insertion of last stage of

4- -4- - -36 launch vehicle with space-
craft into intermediate

8 - - _ - - - - 27 geocentric orbit
II -- Transfer of craft to lunar

2 - 18 flight trajectory
III -- Transfer of craft toS 9 selenocentric orbit

06 1 0 T IV -- Landing of lunar module
I I EP on the moon

V -- Launch of liftoff stage of
lunar module from the moon

VI -- Transfer of main module of craft to earth's return trajectory
KEY: A -- AV, km/sec

B -- Gf, tons

C -- Gfu

There is also another scheme of atmospheric re-entry in which /314
the speed of the craft is reduced by means of re-entry with several
reflections (Fig. 5.31 b). In the atmospheric trajectory phase oflanding, the onboard navigation system of the Apollo craft mustprovide, by means of bank control, a g-load not exceeding 10 g.

1 1 3

A B

D b)

a)

Fig. 5.31. Atmospheric re-entry trajectory of spacecraft:
a -- Re-entry without immersion:
1-1 -- Lower bound of acceptable trajectories
2-2 -- Upper bound
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Fig. 5.31. Atmospheric re-entry trajectory of spacecraft:

pont inued7
b -- Re-entry with immersion:
1 -- First immersion into the atmosphere at an altitude of

about 120 km
2 -- Flight in the atmosphere
3 -- Departure from the atmosphere and ballistic flight
4 -- Second immersion into the atmosphere
5 -- Landing point
KEY: A -- Atmosphere

B -- Earth

The navigation system of the Apollo spacecraft consists of
two independent systems: the navigation of the main craft module
for the sustainer trajectory and the navigation of the module in-
tended to land on the lunar surface. Initially it was assumed
that navigation during the flight to the moon and back again would
be executed with an autonomous system, and the command system must
serve as back-up. Later, NASA decided to switch their roles: the
main system would be the command, and the autonomous system would
be the back-up system £{517.

Preliminary studies led to a rational degree of automation.
Most of the operations in the complex control system are executed
both automatically, or manually. An exception is the docking,
which is performed by the crew Z/987, by controlling the lunar
module using two levers. One of them varies the longitudinal posi-
tion of the craft and operates in two modes: impulse and continuous./315
The second controls the rotation of the craft around its longitu-
dinal axis, also providing for stopping of rotation at any ins-
tant of time J401.

Fig. 5.32 a shows the block diagram of the navigation system
of the main Apollo craft in the sustainer trajectory. Fig. 5.32 b,
c gives the block diagram §91_7 of the processes of determining
the actual flight trajectory and the requisite correcting impulses.

Fig. 5.33 fT407 presents the structural block diagram of the /316

integrated system of the lunar module. The use of given instrumen-
tation, controlled by earth commands, and the autonomous perfor-
mance of navigation problems are executed by the onboard computer.

Orientation, stabilization, and all maneuvers in the trajec-

tory are executed by means of the forces and the moments developed
by liquid-fuel jet engines.
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Fig. 5.32. Block diagram of individual control systems
of the Apollo spacecraft:

a -- Navigation layout of main Apollo craft:
1 -- Optical sensors
2 -- Orientation devices
3 -- Velocity correction
4-- Accelerometers
5 -- Crew
6 -- Trajectory determination
7 -- Determination of control law
8 -- Ground computer center
b -- Block diagram of the determination of the actual space-

craft trajectory:
1 -- Optical sensors
2 -- Calculation of trajectory (solving a bounded four-body

problem)
3 -- Conversion of coordinates
c -- Block diagram of the determination of the correcting im-

pulses:
1 -- Calculation of reference trajectory
2 -- Deviation prediction matrix

3 -- Control matrix
4 -- Calculation of actual trajectory

5 -- Error prediction matrix
KEY: A -- Kinematics

B -- Observational errors
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Fig. 5.32. Block diagram of individual control systems
of the Apollo spacecraft LZontinued7:

C -- Angles
D -- Geometry
E -- Position
F -- Trajectory dynamics
G -- Conditions of insertion
H -- Navigation system
I -- Onboard computer
J -- Results of measurements
K -- Calculated velocity coordinates
L -- Weighting matrix
M -- To ground spacecraft control center
N -- Predicted miss
0 -- Necessary velocity increment
P -- Estimates
Q -- Estimate of statistical errors
R -- Predicted statistical errors

-- -- -- -- -- - Fig. 5.33. Block diagram of the
control system of the lunar

J II module of the Apollo craft:
i1 -- Ground facilities

S 2 -- Onboard equipment
SI 3 -- Operator
SI 4 -- Inertial platform

7I 5 -- Orientation control system
L-- ---- -- I 6 -- Craft dynamics

--------- -- 7 -- Engines

8 -- Onboard computer
9 -- Command decoder

10 -- Encoder
11 -- Display and control panel
12 -- Radio altimeter
13 -- Lateral velocity meter
14 -- Telemetry system
15 -- Encoder and transmitter
16 -- Telemetry data (trajectory parameters)
17 -- Data decoding and processing

5.4. Ground and Onboard Devices of Spacecraft

The selection of the makeup and characteristics of ground and
onboard spacecraft facilities fundamentally affects the tasks that
the spacecraft must perform. Considering, however, the broad
makeup of the control equipment of the space complex (ground and
onboard radars, ground and onboard digital computers, gyroscopic
instruments, radio altimeters, radio and laser rangefinders, and
so on), in this section the reader's attention will be directed
only to the basic equipment: radar (ground and onboard), gyroscopic
instruments, onboard computers, and optical sighting devices.
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Ground and onboard radar equipment of the control systems of /317
spacecraft

Ground equipment for trajectory measurements of the spacecraft,
using a radar transponder, consists of the interrogation radar and
the reply signal receiver. The transponder onboard the spacecraft,
on being excited by the ground radar signal, beams reply signals
coherent in frequency and phase with the adopted values. This
permits isolating the Doppler frequency and measuring the range to
the space object with high precision.

The main elements of the radio beacon are a sensitive super-
heterodyne receiver, a powerful transmitter for sending code pulse
reply signals, and a pulse decoder. The output pulse power of the
radio beacon intended for operation at moderate distances from the
earth is about 1 kw at a mean power not exceeding 30 watts. Tele-
metry data can also be sent via a special channel using the same
beacon.

Use of a beacon with a continuously beamed signal permits
determining the range to satellites in low orbits with high preci-
sion, based on the Doppler frequency shift. These telemetry faci-
lities are used in systems whose characteristics depend heavily on
the accuracy of orbital determination (for example, in space com-
munication systems).

The advantages of narrow-band systems with continuous signals
compared to pulse systems lie in the smaller output power of the
onboard transponder, and therefore, in its lesser weight, and also
in the greater signal-noise ratio.

Fig. 5.34 shows the block diagram of a Doppler receiving set
that is capable of detecting, tracking, and recording trajectories
of both one AES, as well as several (when selective receivers are
used) in different obits. The reference standard for all hetero-
dynes and reference frequency generators in the synthesizing unit
is an ultrastable reference generator; precise time signals are
used to synchronize this system and to correct for the slow drift
of the reference generator frequency.

It is also possible to track AES by the Doppler frequency /319shift. In this case there is no need for a stable onboard radio
beacon, but the power of the ground transmitter located -- inorder to ensure the reception only of reflected signals -- at
some distance from the receiver must be very much larger. The use
of modern techniques of encoding the transmitted data and the re-
quirement of precise time synchronization make it necessary not onlyto generate oscillations that are stable in frequency, but also to
precisely determine the time and frequency. The latter is due, inparticular, to the necessity of providing high precision in trackingthis space object for its navigation and control.
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Fig. 5.34. Block diagram /318
of ground Doppler stations:

A a -- For the determination
Lmenw 7,c epe-I of AES trajectories:

Cmpao c 1 -- Frequency-synthesizing
unit

2 3 donep7ocAe 2 -- Reference generator
BUeHux C 3 -- Equipment correcting

J A fct dd errors due to refraction
no S E 4 -- Memory

CLGe7'A #~#2o0 5 -- Data monitoring and pro-
Va) ? Oa- cessing unit

a) 6 -- Precise time signal re-
G / 4aOur'-'ecra F #"af cm0a7 ceivers

a~v H .06t0- b -- For determination of

S/. /7 long-range spacecraft

C/xuoda trajectories (a DSIF

7 90 /~ame.# deep space instrumen-
eleedaLmm7qae tation facility7 unit):

1 -- Telegraph
S 4 8 2 -- Angular data encoder

3 -- Parabolic antenna
4 -- Tracking antenna drive

9 5 -- Data processing unit
J X 6 -- Duplexer

KN16 mpa 'l2 ym- 7 -- KPU §pacecraft inter-
0c0W- communication unit7

b) 8 -- Tracking receiver
9 -- Precision Doppler fre-

quency shift meter
10 -- Power amplifier
11 -- Frequency monitor
12 -- Transmitter
13 -- Range measurement subsystem
14 -- Telemetry receiver
15 -- Carrier frequency discriminator
16 -- Data recorder
17 -- Command generator and encoder
18 -- Decoder
KEY: A -- Receivers with phase synchronization (adjustable or with

fixed adjustments)
B -- Corrected Doppler frequency shift
C -- Doppler receivers
D -- Reference time signal
E -- Integrator of visual readout; perforator; memory
F -- Low power
G -- Parabolic antenna
H -- High power
I -- From output of transmitter exciter
J -- To central computer
K -- To printer
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Errors in time and frequency measurements are interdependent.
Error in the time determination, for example, of 10 msec, with an
orbital velocity of the object of 7.5 km/sec, leads to a 75 m error
in the position determination. Therefore stations at a long
distance from each other must be synchronized for a long time with
a precision of several microseconds 59, 1047.

Precise frequency reference standards are based on the use
of atomic resonance phenomena in vapor containing atoms of cesium
or rubidium, or ammonium molecules. Reference standards using
rubidium and cesium can provide long-term frequency stability and
an accuracy of the order of 10-10. Short-term stability can be
increased by more than one order of magnitude.

As an example of tracking stations used in command systems
and intended for navigation in deep space, we can consider the DSIF

/~eep Space Instrumentation Facility7 system /97. It consists of
three tracking stations separated by longitude-intervals of about
1200.

The stations are mounted in mobile installations and can be
used for tracking, communication, reception of telemetry data, and
the transmission of control commands soon after the launch of the
spacecraft intended to study the moon or the planets.

A block diagram of a DSIF system facility is shown in Fig. 5.34
b. Its makeup includes an automatic angular tracking unit and a
26-m diameter parabolic reflector. Tracking data, which consist of /320
two angular coordinates and the radial velocity, are fed into a com-
puter. The range measurement system is included in the auxiliary
facility equipment. From published data, this system provides an
accuracy for angles, range, and velocity of 0.010, 15 m, and
0.1 m/sec, respectively.

Another command-instrumentation complex of the Apollo system,
the MSFN /~anned Space Flight Navigation , consists of a coordinat-
ing-computer center and radar tracking stations located on the
earth, ships, and aircraft. In the stage of the Apollo craft
insertion into orbit with a launch vehicle, radar stations located
along the track of the orbital insertion were used. The coordina-
tion-computer center, CCC /47, 2037, includes two control posts
equipped with several displays, television image systems, a
medical-biological monitoring post, a communications center, and
a computer center equipped with four IBM-360 computers and three
UNIVAC-490 computers for preliminary real-time processing of data
coming from the tracking stations at a rate of 2400 bits/sec.

The MSFN system stations must track the Saturn V launch vehi-
cle and the spacecraft in its different flight stages and main-
tain communication with it, and retransmit the data to the CCC.
Characteristics of the main antennas with which the ground and

ship stations are equipped are given in Table 5.5.
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TABLE 5.5

Kind of Reflec- Width Gain fac-Transmit-
tor of radia- tor, ter power,

station diame- tion pa db I km
ter, m tern,degdb km

Ground 26 0,35 51 2X 1

Stations w/
Cassegrain 9 1 44 10
system ant.

Shipboard 3.7* - - -

* These antennas were installed in two of the five ships
equipped with radar.

Besides the main antennas, the stations also have auxiliary /321
antennas for primary capture of the spacecraft with a 1-m diameter
reflector and a 100 -wide radiation pattern; additionally, they
are equipped with uncooled parametric amplifiers. The radar
operates on one of these following five fixed frequencies:

2106.4 MHz -- for transmission to the main module of Apollo
spacecraft;

2101.8 MHz -- for transmission to the lunar module of the
Apollo spacecraft;

2287.5 MHz -- for receiving from the main module;
2272.5 MHz -- for receiving from the auxiliary main module

transmitter; and
2882.5 MHz -- for receiving from the lunar module.

Each ground station is equipped with two UNIVAC 1230 computers.
One of these is intended for the preliminary processing of data
coming from the spacecraft. The second is intended for the process-
ing, check-out, and storage commands before transmitting to the
craft.

Ocean-going vessels intended for tracking the Apollo spacecraft
are equipped with UNIVAC-CP 642V computers and navigation systems
(including, the Loran C navigation system).

The use of aircraft tracking stations intended for tracking
communications with the Apollo spacecraft when it is beyond the
visibility zone of ground and ship radar made it possible to avoid
building 20-30 additional ground stations f477. The aircraft
tracking antenna, 2.1 m in diameter and 320 kg in weight, housed
in the forward part of the fuselage, is intended to operate in the
centimeter (for communications with the spacecraft) and the meter
(for communications with ground stations) ranges. It can rotate
by +800 with respect to azimuth and (-30o) to (+800) as to the
angle of elevation.
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The system for communications with the Apollo craft must have
high carrying capacity, approximately 2400 bits/sec. The onboard
control systems of the Gemini and Apollo spacecraft include radar
approach stations.

The approach radar of the Gemini /52, 155, 1637, in addition
to the inertial block and the computer, forms a system performing
the navigation rendezvous task. In addition, a command link for /322
motion control of the spacecraft-target during docking with it
is formed with the onboard radar. An interferometer type radar
provides information on the attitude of the target, relative range,
and its derivative.

The radar set consists of a transmitter of interrogating pulses,
an antenna complex, and a reply pulse receiver. A transceiver
located on the target consists of an antenna complex, receiver, and
transponder. The radar gives information in digital form to the
onboard computer at relative distances of from 460 km to 150 m,
and in the analog form to the relative range and velocity indica-
tor, which has a velocity scale with ranges (-30.5 to +152.5) m/sec
and (-1.5 to +1.5) m/sec, and a range scale with the range 0 - 92
km.

Main Characteristics of the Gemini Onboard Radar:

Mean radiation power 2 w
Wavelength 30 - 32 cm
Maximum target lock-on range 460 km
Error of range measurement less than 1 percent

to a range of 400 m
Weight 20 kg
Volume occupied 0.05 m3

The equipment of the lunar module of the Apollo system in-
cludes two radars. One of them (built by Ryan) is designed
to provide for landing on the lunar surface. It determines the
relative flight velocity by measuring the Doppler frequency shift
in the continuous-wave mode, and the altitude by operating in the
radar altimeter mode. This radar is built with a four-beam antenna.
Three beams are used to measure velocity, and the fourth --
to measure altitude.

Data arriving from it are fed into the onboard computer; begin-
ning at an altitude of 12 km, it is additionally displayed on the
astronaut panel. The second radar, built by RCA, is an automatic
tracking radar. It provides for rendezvous in the lunar module
orbit with the main module and determines the range, angles, and
their derivatives. Its Cassegrain type antenna has a 51-cm dia-
meter prime reflector and a 10.2 cm diameter secondary reflector.
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Characteristics of the Lunar Module Onboard Radar

Angles of view 225 x 1400
Power,

required design, in w 110
maximum, in w 145
radiated, in w 0.3 - 0.5

Signal/noise ratio 10 db
Working range

for range 25 m to 740 km
for relative velocity +1.5 km/sec

The maximum allowable errors in radar measurements are given
in Table 5.6 /47, 197, 2037. It can operate both by onboard com-
puter command in the automatic mode, as well as by astronaut com-
mand. Depending on the working distance, it can function with or
without a transceiver. It can also operate by a radio beacon in
landing on the lunar surface.

TABLE 5.6
MAXIMUM ALLOWABLE ERRORS IN MEASUREMENTS BY THE LUNAR MODULE

ONBOARD RADAR

Parameter Range of mea- Absolute Relative

measured surements error error

180 , - 9.3 K 1.8-93 I1

Range

9.3 KI -740 KM 23-1850 . 0.2.5,

180 i -9.3 KM .8-93 t
Radial I
velocity 9.3 KMI -740 KM 23- 1850 M 0.23-,

At a range of
370 km2 mrad -

370 km
Angles At a range of 3 mrad

3 mrad -
555 km

At a range of rad/
Angular 185 km .2 mrad/ -

velocity At a range of -. 4 mrad/
740 km

sec

278



Ground and onboard optical devices of spacecraft control systems /324

The tracking and determination of space object coordinates is
possible also with optical devices. Optical radars using lasers
can provide a resolution of up to 1" and 20-30 m for angles
and range, respectively /59, 1657.

With optical ranging, not only can the illuminating beam of a
ground pulse laser amplified by the onboard optical reflector be
used, but also the reflected sunlight on an onboard light source.

Precise optical tracking was accomplished with the American
Baker-Nunn cameras and precise time standards § 65. Processing
of results obtained with these cameras made it possible to deter-
mine the position of an object in a trajectory with an accuracy of
one angular minute. Electro-optical systems with tracking teles-
copes and photographic cameras.provided for recording the position
of an object fixated in time with an accuracy up to fractions of
a millisecond Z~7. Unfavorable meteorological conditions and
the optical visibility of the objects are factors limiting the use
of optical devices.

Onboard optical facilities of the Apollo system are the sex-
tant and telescope. Both of these instruments are part of the
navigation system of the spacecraft. The main characteristics of
the sextant and telescope are given in Table 5.7.

The telescope is used for scanning and searching the naviga-
tion reference point. The sextant is used to measure its position.
Either instrument has eyepieces which permit positioning the eye
at a distance up to 5 cm, i.e., to bring the observation into the /325
space helmet. After the images of two reference points obtained
in the sextant have been brought into correspondence, the astronaut
-- by pressing a button -- feeds into the onboard computer data on
the time of measurement and the angle between these reference points,
which is measured with an accuracy to 10". This error is equivalent
to an error in spacecraft position determination in the flight
trajectory between the earth and the moon equal to several kilome-
ters.

Performance of the navigation tasks of the Apollo craft pro-
vides for measuring angles between the bearings to the navigational
star and an object on the earth or moon, or else the angle between
the bearing to the navigation star and the bearing to the earth or
lunar horizon (Fig. 5.35).
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TABLE 5.7

Optical Angle of Diamete Error of

Power field of entr. measure-
instruments of view, aperture ment (max),

deg mm angular,sec

Sextant 28 1.8 40 10

Telescope 1 60 5.1 30

SI7 Fig. 5.35. Measurement
I of bearing to star with

a telescope mounted in

6 3 2 3 J the lunar module:
a -- Sighting grid
b -- First measurement
c -- Second measurement:
1 -- Beginning of ori-

5 bentation angle
a) b) c) reading

2 -- Spiral for reading
between star and
center of field of
view

3 -- Star
4 -- Auxiliary line

5 -- Field of view (55 - 600)
6 -- Orientation line

7 -- Orientation angle
8 -- Quantity proportional to the angular distance of the star from

the center of the field

Gyrostabilized platforms and gyro-sensors of spacecraft control
systems

Gyrostabilized platforms are part of the autonomous naviga-
tion system of spacecraft. The gyrostabilized platform of the
Gemini spacecraft consists of a four-ring gimbal suspension of the
platform with three two-degree-of-freedom floated gyroscopes
mounted on it, along with three single-integrating accelerometers
placed along mutually orthogonal axes /152, 155, 1637. The roll
axis of the gyrostabilized platform coincides with the roll axis
of the spacecraft, which permits data to be obtained on the posi-
tion of the craft based on this axis immediately without recalcula-
tion.
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Floated gyroscopes (FG) can operate both in the stabilization
mode, as well as in the mode of three-dimensional integration. The
frequency of the pulsed output of the accelerometers is proportional
to the increment of the orbital velocity AV and has a discretiza-
tion of 0.03050 m/sec. The total weight of the inertial data block
(including the output signal conversion electronics, the malfunc-
tioning detection system, and the power block) is 54 kg, with the
floated gyroscope going 13.6 kg. The floated gyroscope can be
erected manually (which takes about 15 minutes) or automatically
(in orbit) using an infrared horizon sensor with an accuracy up to

+50.

The horizon sensor consists of an infrared device operating
in the wavelength range X = 15+1 microns and scanning with respect
to the azimuth. It is intended to construct the local vertical in
the mode of automatic stabilization of the craft based on the pitch
and bank angles (with the inertial block turned off) and for auto-
matic direction of the gyrostabilized platform in the stages of
encounter and docking. To increase reliability, two independent
systems of sensors, which the astronauts switch on manually, are
installed on the craft.

The main characteristics of the infrared horizon sensor are
as follows J6297:

working altitude 90 - 1700 km
angle of field view of the IR teles-

cope 1
angle of field of view with respect

to the horizon 1600
time of initial horizon lock-on 2 min
time of second horizon lock-on 30 sec
accuracy of constructing the vertical +0.10
weight 7.5 kg

The gyrostabilized three-degree-of-freedom platform of the
Apollo craft includes three MUT-25 IRIG integrating floated gyro-
scopes, three pulsed MUT-16PIPA integrating pendulum accelerometers,
and three differentiating accelerometers. Spherical floats and
magnetic suspensions are used in the integrating gyroscopes. The
magnetic suspension reduces the effect of perturbing moments and
precludes the harmful effect of impact and vibration.

The most essential parameters of the integrating gyroscopes
affecting the accuracy of spacecraft navigation are the gyroscope /327
drifts Ei, independent of accelerations, the drifts EK -- propor-

tional to acceleration along the input axis and caused by axial
unbalancing, and the drifts Es, which are a consequence of radial

unbalancing and are proportional to acceleration along the axis
of inherent rotation.
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A P -Pnpf f Fig. 5.36. Probability of

0.8 B,8 successful operation of the

SA E gyro-platform as a function
04 0,6 of drift:

0 EA^ a -- In normal condition
b -- With maximum flight tra-

0.2 42 jectory deviations
2 KEY: A -- Pn = normal7

0 0 B -- P
415 1.5 15 1,5 15 150 max

S/pad/q 8 pa5/v C -- e, deg/hr

a) b)

Fig. 5.36 a Z7 shows the probability that the gyroscope
drift, not exceeding the values indicated in the graph, does not

affect successful gyroscope operation. Here it is assumed

that the gyroscope operates successfully if the errors it causes

lead to deviations in the position of the geocentric orbital peri-

gee < 3.6 km, an error in the altitude of the selenocentric orbit

<1.8 km, an error in the position of the plane of the seleno-

centric orbit < 0.050, and an error in the first correcting impulse
s2.3 m/sec. Fig. 5.36 b shows the probability of the maximum

allowable trajectory deviations caused by these gyroscope drifts.

Deviations 10 times greater than the values shown above are taken

as maximum allowable values. For greater deviations the flight
is unsafe. Thus, the accuracy characteristics of gyroscopes as

related to conditions of the exact execution of the flight program

must lie to the left of the curves shown in Fig. 5.36 a, and as /328

related to the conditions of flight safety -- to the left of the

curves shown in Fig. 5.36 b.

At the launch the gyro-platform is erected with respect to

the azimuth using a gyro-compass; during the flight this is done

with the sextant. To erect the inertial system, the telescope can

be placed in three specific positions. It is equipped with a

rotating sighting grid shown in Fig. 5.35 a. The reading is taken

with the aid of the radial orientation line and spirals imaged on

it. In the first measurement (cf Fig. 5.35 b), the astronaut

aligns the orientation line with the reference star, and in the

second measurement -- he aligns the spiral with the star. The

value of the angle after each measurement is fed into the onboard

computer.

These measurements must be performed with at least two
stars, and then the onboard computer determines the requisite orien-

tation of the inertial system and erects it /T97, 2037. The equip-
ment of the spacecraft control system also includes rate gyros

consisting of two blocks with three two-degree-of-freedom gyros-

copes in each §Ff Chapter Three.
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TABLE 5.8 /329
MAIN CHARACTERISTICS OF SPACECRAFT ONBOARD COMPUTERS

Gemini L63, ApolloCharacteristics
/163,192/ /1_20_

Number of aigits in 39 16
memory cell

Duration of memory 11,7
cycle, in Msec I

Memory capacity in
bits: permanent 117000 36864

operational 4096 2048

Total nr. of instructions 44

One- Addition 140 23.4

oper- Addition w/ None 35.1
ation doubled accuracy
time, Multiplicatio 420 46.8
in

Division 840
psec

lulb*plication w/ 57.5
doubled
accuracy Micromodu- Two parallel-

Principle of design lar, semicon- action com-
execution ductor ele- puters,

ments, and ferrite
ferrite cores cores

Power required, w
100

Weight of computer 26.8 26.3
devices alone, kg I 

Volume occupied by 38 28,3

computer devices
alone, decimeter 3
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Onboard digital computers of spacecraft control systems

Onboard digital computers used to perform tasks of navigation
during flight are installed on the Gemini and Apollo spacecraft.
Onboard digital computers of these spacecraft are of the universal,
sequential-action type, with fixed decimal point.

The main characteristics of the onboard digital computers are
shown in Table 5.8. Fig. 5.37 a shows the block diagram of an
onboard digital computer- Fig. 5.37 b shows its connections with
onboard systems 19, 203.

Computation is controlled with the aid of pushbuttons of a
panel feeding data into the onboard computer and interrogating it.
When the computer performs operations on astronaut interrogation,
other operations are interrupted.

The information arriving from accelerometers and range and
velocity-measuring radars is fed directly into the onboard computer,
while data coming from the remaining information units (optical
radar, and the angular quantities picked off the inertial block)
are fed via data-matching blocks (fiveblocks), which are analog-to-
digital converters.

- Fig. 5.37. Layout of the Apol-/330
Slo craft onboard computer and

I3 its connections with the con-
trol system:

-- a -- Block diagram
12 Control channel

S------ Data transmission
1 8 V channelsF_1 -- Instruction counter

2 -- Instruction address
3 -- Selector

a)4 -- Permanent memory

5 -- Operational memory
----- -- 6 -- Memory

3 7 -- Buffer memory
S 25 8 -- Instructions

S23 9 -- Digits
I 20 10 -- Arithmetic unit

"7 i2s-7 2 11 -- Synchronizing circuit
y 12 -- Sequencer generator

13 -- Operational code
S14 -- Data address

7 b -- Layout of connections of
9 onboard computer with

navigation and control
b) system:
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Fig. 5.37. Layout of the Apollo craft onboard computer
and its connections with the control system Zcontinued7:
1 -- Onboard computer of the Apollo craft navigation system
2 -- Computer subsystem
3 -- Display and control panels
4 -- Display and signaling data
5 -- Astronaut instruction
6 -- Control signal for scanning telescope and sextant
7 -- Operating mode indicator
8 -- Telescope and sextant sighting angles
9 -- Optical subsystem
10 -- Spacecraft
11 -- Telemetry data
12 -- Earth-onboard communications channel
13 -- Emergency signaling
14 -- Engine control
15 -- Craft control
16 -- Code of onboard-earth communications channel
17 -- Synchronization channel
18 -- Synchronization signals of onboard-earth channel
19 -- Code of earth-onboard communications channel
20 -- Inertial subsystem
21 -- Switching of operating mode
22 -- Emergency instructions
23 -- Signals of platform suspension drive
24 -- Synchronization signals
25 -- Gyrostabilization instructions
26 -- Emergency condition signals
27 -- Operating mode indicator
28 -- Velocity change
29 -- Gyro-platform position

FOOTNOTES

The point of vernal equinox is the point on the celestial
sphere at which the sun is located on the day of vernal equinox.

2 7L is one of the main works on this subject.

The lifetime of an AES in orbit must be distinguished from
its active lifetime, defined as the duration of the operation of
onboard equipment.

In this case we are not speaking of the stabilization of
AES relative to the mass center, but about the stabilization of
their position in orbit one with respect to the other.

The curves in Fig. 5.10 a require, generally speaking, correc-
tions that allow for the probability of malfunction of equipment
due to radiation exposure at altitudes below 18,000 km.
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5 Inzhenernyyspravochnik po kosmicheskoy tekhnike (Engineering
Handbook on Space Technology), edited by A. V. Solodov, Voyenizdat,
1969.

6 Cf. footnote 5.

Cf. footnote 5.

That is, the time by which firing of the engine of the maneu-
vering spacecraft is deliberately delayed in order to obtain bound-
ary conditions that are more favorable from the standpoint of the
trajectory being formed.

9 The possibility of using promising, but as yet not actually
used engines of the plasma, ionic, and other types is not discussed
here.

10 The first and fundamental investigation of flight trajecto-
ries to the moon was given in the work /377.

11 Desyat' let kosmicheskikh issledovaniy v SSSR (Ten Years of
Space Research in the USSR), Moscow, "Nauka" Publishing House,
1967.
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CHAPTER SIX /311

GENERAL PRINCIPLES OF DESIGNING FLIGHT COMPLEXES AND
THEIR CONTROL SYSTEMS

Modern aircraft and missile complexes are complicated inter-
connected dynamic systems with regular and stochastic parameters.
Each of these complexes is intended to perform several wholly
specific operations. For example, aircraft attack complexes are
designed to strike ground targets; aircraft and missile defense
complexes are designed to intercept and attack air targets, and
so on.

The use of active defense facilities by an enemy markedly
affects the control systems of'flight craft . The performance
of antiaircraft maneuvers by an enemy's airplanes requires either
an increase in the number of antiaircraft missiles launched, or
else allowance for the maneuver in the missile control law. When
radio countermeasure equipment is used on aircraft attacking
ground targets the AAD facilities (fighter-interceptors and anti-
aircraft missiles) must also be increased, or else control sys-
tems must be constructed on which jamming does not have a marked
effect.

In performing operations of attack or defense, the tactics
of employing active countermeasures can be varied. The
use of different kinds of traps by the attacking side varies in
relation to the enemy's capabilities. Irthe number of intercep-
tion facilities that an enemy has is large, the use of traps is
most expedient. As the number of interceptors is reduced, the /332
number of traps must be decreased. As we can see, this solution
varies during the conduct of a military operation, which com-
plicates the appraisal of the effectiveness of defense or at-
tack facilities.

Requirements of interrelatedness of group operations also
strongly affect control systems. For example, fighter-recon-
naissance craft transmit data on detected targets to attacking
airplanes, which then strike these targets. Without mutual com-
munication and cooperation in the actions of the reconnaissance
airplanes and bombers, success in performance of a given opera-
tion is markedly reduced. When there is a breakthrough in a
front line, fighter-interceptors give cover to multimission
attack fighters, and when the actions of these groups of aircraft
are brought into accord, the success of the given operation be-
comes greater. Aircraft control systems must be provided with
technical devices facilitating group actions. For example, inter-
aircraft navigation equipment, group displays, and so on. Actions
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of antiaircraft missiles and fighter-interceptors in AAD systems
executed in an agreed upon plan are vital. All this indicates
that in designing control systems, complicated dynamic models of
defense and attack must be used. These models permit not only
setting up effectiveness criteria in evaluating means of attack
or defense, but also designing control systems on a sound foun-
dation. Monetary outlays for manufacture and operation of com-
plexes, and the costs of attack and defense facilities must
also be allowed for in models.

Modeling analog or analog-digital computers become the
principal tool of the designer when operation models are used.
However, the need for a preliminary selection of the parameters
of a flight craft or control system equipment requires simpli-
fied general designing methods. This chapter deals with general
methods of designing control systems based upon the use of effec-
tiveness and cost criteria. Additionally, methods of synthe-
sizing control systems by using mathematical modeling are dis-
cussed.

6.1 Effectiveness of Complexes

The effectiveness of complexes is evaluated by using effec-
tiveness criteria, which in general form consist of a function or
a functional

E = E (Xi, . n; YL ..... y(). (6.1)

where xi are the controlling parameters, and
yi are external actions on the controling functions.

These criteria can be represented as deterministic or stoch-
astic functionals. The time to perform an operation, the amount
of fuel (energy) consumed, cost, and so on can be classified as
deterministic functionals. The following are used as stochastic
functionals: the probability of entering a zone (region) of
attack, the probability of performing an operation, the mathema-
tical expectation of damage inflicted on the enemy or prevented,
and so on.

The existence of several effectiveness criteria leads to the
problem of selecting a generalized criterion Ea[24]. The general-
ized criterion Ea is a function of the partial effectiveness cri-
teria

Ea= E(E, E2, ..., E). (6.2)
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As we know [24], the generalized effectiveness criterion
Ea is expressed in terms of partial criteria by means of a finite

number of several elementary operations.

These elementary operations are as follows:
summation with weighting hi

i=ii=, (6.3)

alternative transition

Ei = 1, Ei ;> Ei = const; (6.4)E =0, Ei<Ei, l

negation

E = I -E, (6.5)

expressing a target opposite to the given E : /334

conjunction

Ea = Ei & Ei+i = ffEi; (6.6)

disjunction

Ea=Ei V Ei+,= 1 -- n (1- Ei),1l (6.7)

expressing the satisfaction of all E. criteria, or at least one of
them, respectively.

The last three operations are used directly in calculating
the reliability of systems consisting of n elements, or their
different combinations and various standby methods. In the form
written here, these operations are applicable only for criteria
taking on the value of 0 or 1. When any criteria are used, they
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can be represented in a more general form, namely:

7 E1= -E;
Ea= min XiEi;

Ea=maxEii; ,>0. (6.8)

The summation operation with weights is written as follows

Ea = E (n) (n)dn. (6.9)

for continuous functions. The similarity of the operations of
the union of criteria with the operations of mathematical logic
can permit the construction of a final algorithm to obtain the
generalized criterion.

One of the most important results obtained thus far is that
the generalized criterion Ea = F(E1,...,En ), that is continuous

in a bounded range of values of the variables Ei, can with any

prespecified accuracy be represented as the result of a minimax
operation performed on some linear form of these variables [24].
In other words, for specified conditions for any e>0, we can find /335
a finite number of constants al or C1k such that the inequality

ki

Ea--mfn max ath EI+Cs e.
<14 o 1k<ko (i ki k~ (6.10)

is satisfied. However, even this theorem does not indicate the
method of selecting coefficients appearing in expression (6.10).

In the general case, the synthesis of a system satisfying
several imposed criteria, of which one can be selected as the
effectiveness criteria, reduces to solving a problem in linear
or nonlinear programming (depending upon the nature of the sys-
tem), with allowance for the constraints dictated by the remain-
ing requirements. This formulation of the problem is adequate
for the synthesis of a system satisfying the generalized criterion
constructed by means of the above-indicated elementary operations.
Its solution is made difficult by the awkwardness of the prob-
lem and the mathematical complexity of attaining the absolute
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extremum, especially when there are nonlinear constraints and
criteria, and also when the controlling parameters are nonmono-
tonic and discrete. One very common practical procedure consists
of, if the synthesized system must satisfy two criteria: deter-
ministic and stochastic, ordinarily calculating a system by
satisfying initially only the first criterion, and then testing
the value of the second, or correcting some parameters on the
condition that it has been satisfied. This method implicitly
assumes the smallness of the change in the deterministic criterion
when the parameters are varied to satisfy the stochastic cri-
terion. The use in engineering practice of two stages of the
calculation -- optimization of the system based on the deter-
ministic, and then based on the statistical criterion -- is illus-
trated by the following example.

Let us assume that the capture complex representing a deter-
ministic system (stochastic external actions, all kinds of errors
and noise are absent), has been synthesized, on the condition that /336
the deterministic criterion admitting of only two outcomes (the
interception has taken place or the interception has not taken
place), and several constraints, for example, with respect to the
maximum cost, maximum power-to-weight ratio of the flight craft,
maximum interception time, and so on, have been satisfied.

Now suppose that this same complex operates in stochastically
varying external conditions and flight craft parameters; also
suppose that all the elements of the complex deviate randomly from
their nominal values. If the interception act is repeated several
times in this situation, then in some cases it will take place
(the earlier-adopted effectiveness criterion will be equal to
unity), while in others it will not (the criterion will be equal
to zero).

Assuming the massive use of this complex, in this situation
it is natural to assume that the stochastic effectiveness cri-
terion refers to the probability of the performance of the combat
mission whose solution is p ovided for by the synthesis based on
the deterministic criterion . It is precisely this approach that
is taken in most practical cases: a functional expressing the
probability of the performance of a combat mission serves as the
stochastic effectiveness criterion of the complex Ea, and its

numerical value for given values of the random functions serves
as the measure of effectiveness. Thus, we can write

Ea= p(x, ... x,)dx,... dx,,
Xsx (6.11)
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where p is the function of the probability density of the per-
formance of the combat mission by the complex, and

X is the range of the arguments xi (l<i<n).

The performance of a combat mission consists in the realiza-
tion of m successive stages, at each of which a particular task
is executed. Therefore

p(xl ..... X.) = pj/j- (X.....n) (6.12)
i=t

where Pjjl(l<jm) are the functions of the densities of the /337

conditional probabilities that the specific tasks will be per-
formed at each stage.

Here it is indicated that each of the pj,j_l depends on the entire

set of n variables x.. Actually, in each of these functions cer-

tain x. can be identically equal to zero. When their poor corre-
1

lation exists, which as a rule is almost always the case, the
range of X can be divided into a sum of nonoverlapping regions,
such that

xi eXi; jXi = X. (6.13)

with reference to the foregoing, expression (6.11) can be written
as

E,= 5 * 5 (x,, ... , x ).P2,(x t, ... , X )...
XEX. , x, xEX

*.. Pm/m-, (xt, ... , x,)dxidx2 ... dx,= (6.13a)
=WIW2l ... Wm.,.-,

- ... Pf!J-1 (x1, X21 ... x) X
xEX, x, EX, XnEX.

X dx, dx, ... dx,.

(6.14)

which are conditional probabilities of the realization by the
complex of successive stages in the performance of the combat
mission.
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Since these complexes are a totality of assemblies and
technical devices, the performance of a combat mission by a
flight craft is possible only when they operate error-free,
which is characterized by operating reliability, that is, by
one of the properties of a technical device to perform the func-
tions assigned it.

Error-free operation is possible if the values of the equip-
ment parameters do not depart beyond certain set bounds. The
failure of a technical device is that a random event, as a rule is
subject to Poisson's distribution law.

Besides the probability of failure or the probability of
error-free operation (these two events constitute a complete
system of events), there are also other characteristics of reli-
ability. For example, the intensity of failures X(t) refers to
the ratio of the number of failed articles per unit time n(t) /338
to the mean number of properly operating articles N(t) in a given
time interval At, that is,

n (t)
(t)= N(t) At' (6.15)

or any i-th system element for any statistical law of dis-
tribution of failures, the probability of error-free operation
P. is associated with the function X.(t) by the function

1 1

P1 = exp [- (t)dtl (6.16)

The general reliability of a system consisting of series- /339
or parallel-connected elements is determined, as already stated,
by the formulas of the superpositioning of criteria analogous to
the concepts of conjunction (the system operates with the error-
free performance of all its elements) and disjunction (the system
operates with the error-free performance of even one element).
Table 6.1 gives the mean values of the rate of failures [68,
109, 117, 179] of equipment elements and the corrective coeffi-
cients of the Hughes Company that allow for equipment operating
conditions [87] (in laboratory conditions, on the ground, and on
aircraft and missiles in the air). The failure rate is deter-
mined by the following function, with reference to the corrective
coefficients:

=, - Kih, (6.17)
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where X. is the failure rate (neglecting the equipment opera-
1

ting features), and
k. is the Hughes Company corrective coefficient.
1

Fig. 6.1 presents the function of the failure rate of typi-
cal devices of electronic equipment consisting of 1,000 parts.
As we can see from this figure, replacement of electronic vacuum
devices with transistors led to an appreciable rise in the
operating economy of electronic equipment. Electronic equipment
has even higher reliability indicators after transistorized in-
struments are replaced with solid state devices.

The overall reliability of a system P increases with asys
decrease in its complexity, in particular, in the number of its
parts included in a circuit N, and their reliability Pi.. In

Fig. 6.2a the operating reliability of an electronic system is
given as a function of the number of series-connected parts and
their reliability. In the combined calculations of the graphs
it was assumed that all parts have the same operating reliability.

Fig. 6.1. Rate of failures of

A T F- B typical electronic devices con-
10'-- - oo1cem sisting of 1,000 parts

1 MWpo- B KEY: A -- T , hrs
1 OfrHmb- - 100 7em av

JOemS I B
0- -t 10pem B -- years

10' t C -- year
H Dapucmoph D D -- month

0---- ecI E -- week
102 I "-- I I i 7e E F -- time, years

/ vemovxIAaNwe.p pem F G -- microelectronic elements
S " g s o&,t H-- transistors

a 8 I -- vacuum electronic
devices

An increase in the reliability of systems is attained by
providing standby status, that is, the parallel connection of
redundant elements and blocks (separate standby status) or of
entire systems (general standby status). The number of parallel-
connected redundant branches of the same types determines the
standby multiplicity k. The probability of error-free operation
in general standby status is found by the formula

t29 =I- 4I Pi
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TABLE 6.1 RATES OF FAILURES Xi AND CORRECTIVE COEFFCIENTS /140

ki OF EQUIPMENT ELEMENTS

Corrective coeffici-
ents, K,

Name of element d Q in air

d Or -
o Q o

Capacitors: -)

paper 0.01 0.92 1.0 2.0 5.0
ceramic 0.10 0.92 1.0 2.0 5.0
porcelain 0.09 0.92 1,0 2,0 5,0
tantalum 0.60 0.85 1.0 4.0 25.0
foil 0.10 0.85 1.0 4.0 25,0
variable 0.16 0.83 1.0 5.0 42.0

Diodes
general type 0.20 0.95 1.0 1.5 2.6
"Fenera" 0.15 0,95 1.0 1.5 2.6
heavy-duty 0,20 0.80 1.0 4,0 25,0

Transistors:

general type 0.50 0.90 1.0 .2.5 8,5
switching 0.40 0.90 1.0 2.5 8.5

Electrovacuum devices

receiving-amplify- 1.5-- 0.81 1.0 6.5 80.0
ing 3.0

oscillators 30,0 0.71- 1.0 20-40 1000.0
0.65

Resistors:

composition-carbon 0.043 0.92 1.0 2.0 5.0
film-carbon 0.03 0.92 1.0 2.0 5,0
precision 0,125 0.92 1.0 2.0 3.0
potentiometric 0.10 0.85 1.0 4.0 25,0

Induction coils:

low-frequency 0.01 0.82 1.0 6.0 70.0
high-frequency 0.01 0,82 1.0 6.0 7.0
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TABLE 6.1 RATES OF FAILURES h i AND CORRECTIVE COEFFICIENTS /341
k i OF EQUIPMENT ELEMENTS

[Conclusion]

Corrective coeffi-
cients, K

I . v in air
Name of element t K C

SCCZ O

Transformers:
incandescent 0,2 0.82 1.0 6.0 70.0
heavy-duty 0.2 0.82 1.0 6.0 70.0
pulsed 0,15 0.82 1.0 6.0 70,0

Microelectronic equip

computers 0.06 0,90 1.0 2.5 8.5
regular 0, 1 0.90 1,0 2,5 8,

Safety fuses 0.5 0,83 1.0 5.0 42.0
Switches:

tumblers 0.05 0.83 1.0 5,.0 42.0
pushbutton 0.06 0.83 1.0 5.0 42.0
rotary 0,17 0.83 1.0 5,0 42,0

Relays:

general type 0.25 0.71 1.0 20.0 1000.0
miniaturized 0.25 0.74 1.0 12.0 340,0
heavy-duty 0.30 0.73 1.0 15,0 530.0

Outlet connections:
soldering 0.004 0.76 1.0 10.0 220,0twisting 0.02 0.71 1.0 20.0 1000.0welding 0.9 0,65 1.0 40.0 3500.0

Electromech. parts:
general type 0.5 0.73 1.0 15.0 550.0counters 1.4 0.71 1.0 20.0 1000.0
motors 1.25 0.73 1.0 15.0 550.0

Mechanical parts:
gyroscopes 10.0 0.76 1.0 10,0 220,0selsyns 0.5 0.76 1.0 10.0 220.0followup system motors 12.5 0,71 1.0 20.0 I00,

geared & other transm. 8.20- 0.76-- 1.0 10,0- 220.0--
15.5 0.67 30 2800.0

10-pin plug connec- 1,2 0.71 1.0 20.0 1000.0
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and for its separate standby status -- by the formula

inI= l-(-P)l. (6.19)

Fig. 6.2 b [68] gives as an example the probability of /342

error-free operation as a function of the number N of elements

in a system, various standby methods and multiplicity k. 
As we

can see, as a system becomes more complex, separate standby pro-

vision becomes more rational.

A PCUcT % A Fig. 6.2. Probability of error-

00 o CT/o aB free operation of electronic

foo systems as a function of the fol-
70 lowing:
to D <a -- Operating reliability of

80 50 om 2 parts when they are series-

500 20 N=1 3 connected (N is the number

70 00 2 of parts)

o , 0o0 b -- Number of parts (N), and

700 99,5 990 95 98 1 10 1OON standby methods (general or

C a) % b) separate) and multiplicity
PKav u(k)
16-0 E c -- Operating time of the space

1200 - system and the type of
2 i standby:

800V - \ - 1 -- system with a single
0 4 - operating channel and

4 1 E other standby channels

S50 00 200 500 000 identical to the op-

c) erating channel, which

must be connected man-
ually by the astronaut
after he has detected
a malfunctioning of
the first channel

2 -- system with two parallel-operating channels, in each of

which there is a control device for determining malfunctions

and subsequent switching off of the channel

3 -- system with three parallel-operating channels, in which two

control devices are continually selected for control of only

two channels
4 -- single-channel system, whose operating reliability is charac-

terized by one partial failure for a standard of 1,000 hours

(a reliability equivalent unit)
KEY: A -- P

sys
B -- P

sep
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Fig. 6.2 (Cont.)

C -- P
gen

D -- Pequiv

E -- hours

The effect of the duration of system operation on operating /343
reliability is illustrated in Fig. 6.2 c, where four space sys-
tems with different types of standby and operating reliability
are compared [196].

A comparison of the curves shows that as the flight becomes
longer (especially after 1,000 hours) the effectiveness of the
auxiliary channels for higher reliability diminishes markedly.
Here the concept of reliability equivalent Pequiv is applied to

systems with auxiliary channels in order to compare with the
reliability equivalent a single-channel system with which it can
perform the assigned task for a given flight duration.

From Fig. 6.2 c it is clear that a standby-operating system
provides greatest reliability for any flight duration if the
astronaut has enough time to discover a malfunction and to switch
off a channel.

Now returning to expressions(6.11) and (6.12) and assuming
that the reliability of a system participating in the realization
of the j-th stage of the performance of a combat mission, and the
probability of the realization of this stage with an error-free
system are statistically independent, we represent each pj/jl

as the product of specifically this density of conditional pro-
bability by the probability density function of error-free opera-
tion of the system in this same stage rj(xl ,Xn). This

notation assumes the statistical independence of the r. functions

at each stage and the dependence of each of them on the same set
of arguments as for Pj/j-l. The latter does not lead to any re-

striction,for the set {xi } can always be expanded as needed given

the condition that certain xi are identical to zero

for certain functions pj/j. 1 and r..

Thus, we can write instead of (6.12)

S(x, .. .) = Pj/~.i(Xx (... x6.20)
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If it is assumed that no general provision is made in the control
system for duplication of systems carrying out individual stages /344
of the performance of a mission (the standby is exercised only
within limits of each of the system J(l< J < m)), instead of ex-
pressions (6.13 a) and (6.14), we get

_ (6.21)

i-i
where

P= S r 1,(xIx, ... ,xn)X
XzEX xEX, XnEX

<dxdx2 ... dx,. (6.22)

For an assigned effectiveness Ea , the domain of integration

of (6.13) is a set of admissable values of the variables {xi.}

which provide for the execution of the combat mission with as-
signed effectiveness. When applied to interception complexes,
this domain is called the interception region with probability
of performance of the combat mission not below the assigned level.
To each point in this region a specific value of the complex ef-
fectiveness Ea can be brought into correspondence.

A different meaning can be invested in the indicator of sys-
tem effectiveness Ea, depending on the target mission it performs:

the probability of interception or, when applied to a group of
interception facilities, the probability of beating off an enemy
raid. For attack facilities this can be the probability of in-
flicting assigned damage in a bombing or missile attack against
ground targets, and so on.

Let us consider the method of determining the effectiveness
criterion E and its constituent elements, which are generallya
identical for all complexes, with the example of the interception
of air targets.

When targets are intercepted, from expression (6.21) we get

E a= Wili-1 g = W p WpWhoistrx
j=i

XPgu'cop hor str (6.23)
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where W is the probability of realizing long-range guidance
gu of the flight craft;

W is the probability of target interception by the on-
cap board equipment of the aircraft or missile;

W is the probability that by homing the flight craft /345
hom enters the firing zone of cannon-gunarmament (CGA) or

the missile launch zone;
W is the probability of the target being struck by the

CGA or a missile;
P is the probability of the reliable operation of the
gu interceptor's long-range guidance system;

P is the probability of the operating reliability of the
cap onboard capture equipment;

P is the probability of the operating reliability of the
homing system; and

P is the probability of the operating reliability of the
str missile, fuse, or CGA installation.

If according to the mission conditions a more detailed analy-
sis of systems is required, these stages can be divided into smal-
ler ones. For example, processes of target detection, capture,
and tracking by ground radar can be singled out from the process
of flight craft guidance; when using a remote fuse, from Wstr we

can separate out Wmiss -- the probability of the miss distance, i.e.,

the probability that the fuse will be activated at a distance
from the target not exceeding the maximum distance dictated by
the mean force of fragments.

The remaining cofactors of the formula written can be simi-
larly represented.

When considering flight craft of different types, individual
cofactors of this product can also be assumed equal to unity if
the corresponding stage in the execution of the target mission is
not realized in the given flight complex.

The probability of guidance Wgu is determined by the pro-

bability of the interceptor entering some acceptable region of
phase space associated with the target in which its detection, lock-
on, and tracking by the homing head or onboard radar are carried
out. This determination is valid regardless of whether we are
discussing a fighter airplane armed with c nnon-gun armament (CGA),
a mother aircraft equipped with air-to-air missiles, or an anti-
aircraft guided missile. If homing is the last stage, the size
and shape of this region, as shown in Chapter Four depends on the
type and characteristics of the interceptor detection system,
target characteristics (its contrast with the background and /346
jamming used), and of the mutual position and relative motion of
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interceptor and target (cf. Fig. 4.15). Thus, the probability
of interceptor guidance is the probability of its entering the
sector AOB and is determined by the accuracy of implementation
of the guidance law by the control system. In view of the com-
plexity of the guidance process, Wgu,with the exception of sever-

al simplest cases, can be determined only by mathematical model-
ing with analog or digital computers.

This modeling mathematically describes the motion of the
interceptor and the target, operation of the guidance and con-
trol system of the interceptor, and the operating conditions of
the onboard detection equipment.

If the overall guidance errors (the errors of entering the
sector AOB) are subject to the normal law of distribution, Wgu
can be found from the relationship

h- h h 2- h
W 1 1 _ gu 2 g

2 L\ Vh-l2 '\hV2/ (6.24)

where h is the mathematical expectation of guidance error;gu
ch is the mean-square guidance error; and

0 is the reduced Laplace function (cf. [21] or [103]),
whose values are determined from tables.

The probability of capture W characterizes the randomcap
event that the onboard homing equipment not only detects the
target, but also "locks" onto it, that is, maintains it within its
field of view. Usually this does not occur at once after detec-
tion, therefore the"lock-on" rate" is R < Rdet  W depends

cap det cap
entirely on the external characteristics of the target and the
characteristics of the interceptor's onboard equipment; the lat-
ter, however, do not remain constant for different cases of re-
lative motion.

The probability of homing Whom characterizes the incursion

of the interceptor or the missile into some zone also asso-
ciated with the target in which the use of the CGA or the acti-
vation of the missile's aerial-burst fuse becomes possible. Whom

depends on the maneuverability of the target and the interceptor
or the missile, and also on the homing range: the same long- /347
range guidance error of a more maneuverable interceptor is capable
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of being corrected in a shorter time, that is, for a shorter

initial separation from the target.

The probability of a strike Wstr is determined in different

ways, depending on whether the strike is made against a target
from CGA, missiles with proximity fuses, or missiles with aerial-

burst fuses [22].

For firing from CGA and for missiles with proximity fuses,

we introduce the concepts of the strike and vulnerability re-

gions.

Let us assume that the target is some region lying in the

plane perpendicular to the firing trajectory. This region is

replaced by some circle whose center coincides with the geometri-

cal center of the target, called the strike region. Let us fur-

ther assume that the target will be struck if one or several mis-

siles (fragments) enters the strike region.

The graph shown in Fig. 6.3 a [158] gives us some idea of

the number of incursions of burst shells ensuring the striking

of aircrafts of different types.

Fig. 6.3. Functions char-

- F acterizing air target
2 strikes:

24 B D Slgap c-aS -  a) number of incursions of

20 
W nop 04 E Cp#6,M34 m shells required to hit

i'2 ?I 20 airplanes; I -- bomber
\2 os o I weighing > 40 tons; 2 --

8 ,. II04 / , bomber weighing about
o\2 5 I 20 tons; 3 -- fighter

2004050 0 i weighing > 2 tons; 4 --
20 JO 0 50 J J Z55n $ 0255 0:o,'0,

A KatUypCel7OMM b) c G 8ec 8-3 iec fighter weighing about
a) 8 tons

b) dependence of Wstr on

the number of shells
fired

c) distance from epicenter of burst leading to an aircraft hit;

1 -- light fighter weighing about 8 tons; 2 -- fighter > 8

tons; 3 -- bomber > 40 tons
KEY: A -- Shell size, mm

B -- W str

C -- Pmiss

D -- Air-to-air guided missiles
E -- Small-caliber antiaircraft artillery shells
F -- Antiaircraft guided missiles

-- Weight of explosive, kg



The vulnerability region refers to the planar region con- /348
sisting of the projections of all target elements having differ-
ent vulnerabilities onto a plane perpendicular to the relative
shell flight velocity. This means that a target strike
begins for different numbers of shells entering each of these
elements.

Using the concept of the strike region, let us denote by

pl the probability of the target being struck by a single shell,

that is, the probability of the shell entering the strike zone.
Then the strike possibility Wst r for n fired shells and the ab-

sence of the accummulation of damage is

Wstr = 1-(1 - PI)". (6.25)

Fig. 6.3 b shows the dependence Wst r on the number n and pl.

If the target elements have different vulnerabilities wi

(that is, a different number of shells putting the target out of
action by entering each element is needed), Wstr is defined by
the formula

str= =i (6.26)

Aerial-burst fuses of shells use information from various
sensors (radars, Doppler units, infrared or optical coordinators,
and so on), with which the relative position of the shell and
the target is determined. In all cases the radiation patterns of
the sensors must be coordinated with the scattering pattern of
the warhead fragments, whose statistical law is close to Poisson's
law [22]. Therefore the probability of even one fragment enter-
ing the i-th element of an aircraft is

Pi = 1-eASi, (6.27)

where S. is the projection of the area of the i-th element onto

the plane perpendicular to the direction of the stream of frag-
ments,
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k =N
Si (here N is the total number of fragments).

Assuming that all fragments have the same energy and are /349
distributed statistically independently in the scattering region,
we can calculate Wstr by formula (6.26), using expression (6.27),
and multiplying the result by Wst r .

The graphs in Fig. 6.3 c [158] show at which distances p
from the burst epicenter different air targets can be struck by
shells of different force.

Let us consider, finally, a number of numerical examples
illustrating the dependence of the effectiveness on the main
complex parameters. For greater clarity of the solution, several
simplifying assumptions were made in setting up the problem.

VM/C A R Ve' Fig. 6.4 Function char-
100 F2000 acterizing the conditions1500 B Rn-7 .M of missile guidance onto
-.0 80n0 a target

o Op IoKM i : KEY: A -- m/sec

M OI o c -- VI0 1 0 0 C av
100 F av

D00 0 20 0 500 D -- nnp b) av
S7E -- Vin m/sec

600- F -- R. = 87 km500 in
- - G -- R. = 20 km
1o 20 JO 40 50 in

a)

Example 6.1. Deter-
mine the capture effec-
tiveness for an air tar-
get flying at the altitude

H = 15 km and a velocity of M 2.5; for zero parallax, and with an
antiaircraft missile with a combined guidance system (command
guidance from the ground is executed over the initial flight
phase of the missile, followed by a conversion to homing). We
will assume that the information on the target and interceptor
positions arrives at the missile's command guidance system at the
rate 5 seconds. The accuracy of determining the coordinates
of the target and the interceptor will be taken as a = 500 km.

co
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Let us represent by the graph shown in Fig. 6.4 a the law
of variation of the mean interceptor velocity Vav as a function

of the angle of inclination of the interception trajectory to
the earth's surface 8. In the same figure is shown the varia-
tion of the mean g-load nav and the mean approach velocity of

interceptor and target Vap as a function of angle 8.

The capture range of the homing head Rcap = 30 km, and the

accuracy of the determination of the angular velocity of the /350
sighting line s,. = 0.1 deg/sec. In addition, we will assume
that the time constant of the homing loop T = 0.1 and the
allowable miss value hmiss = 5 m.

Let us determine the probability of long-range guidance,
taking as h -- the allowable missile miss for the capture range
of the homing head. Then by formula (6.24) we will get (Fig.
6.4 b):

Wg= ( .)a, (6.28)

where ch is the mean-square error of long-range guidance for r =

R
cap

In determining ah we will assume that the missile generates

long-range guidance commands without any delay. Moreover, the
time the missile travels along the line to the lead point is
equal to the time the target flies from the instant of missile
launch to the point of impact. In this case the flight leg of
the missile to the target is

r--

Vap (6.29)

where 0 is the angular velocity of the sighting line;
V is the approach velocity; andav

R is the range to target.

The angular velocity of the sighting line can be represented
without difficulty in the form (Fig. 6.5)

M Ysinj--vtsint.
r (6.30)
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The error of measurement of the angular velocity of the sight-
ing line will be

Q jr§ in = + av$1 os 1 - IBIt sin .- BVtcos p.
M= (6.31)

Then the mean-square deviation of the angular velocity will be
determined as I sn C2 + S2 +

r2 ( sin in (6.32) /351

- C D + 2Ry V sin I cos r, + cyt sn 2 +

+ 'V cos23p + 2Rv Vt sin A cos 1).

Fig. 6.5. Relative posi-
tion of vectors in missile

homing

Hence it is clear that the mean-square error of the leg can be
written as

yap ln in2  - V. c , + 2R ,V. sin cos +

+.Vt sin2I + a: cos 2 : + 2Rv t si co

(6.33)

Let us express the sighting error n and the angle determining the
attack rate is V by 5, using the expression

Vt os Vin cos
Vin V+

COt in ;cot ,=CO -- sin E sin E
(6.34)

The mean-square error in the determination of the velocities,
heading angles of the target and interceptor flight, and also their
interrelationship can be expressed by the following functions:
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Cv. = - -Y 
V2

in ' "

= ; R = (6.35)

Usually, the largest number of measurements of the parameters of
target and interceptor motion is "remembered" in guided systems
in order to reduce the dynamic error associated with target
maneuvering. Therefore, let us limit ourselves to the case when
the estimate of these quantities can be obtained on the basis of
two successive measurements. Bearing this in mind and substitu-
ting expressions (6.34) and (6.35) in formula (6.33), we get

xah=V
ap

xr 2(1 +a2)(1-cosisin a)--a(cos:-sin ), (6.36)

where a = V t/Vin.

To calculate the capture probability by formula (6.28), we /352
must determine the allowable value of the missile fly-by past
the target after the target has been captured by the homing head.
In this case we can use the well-known expression for the equi-
accelerated motion of a missile with mean g-load n aav

2 Vap (6.37)

In the derivation of formula (6.37) it was also assumed
that acceleration acts perpendicularly to the sighting line. Us-
ing the above given data and the expressions (6.36) and (6.37),
Wgu (by formula (6.28)) was calculated as a function of angle 8.

The corresponding construction is shown in Fig. 6.4 b with a solid
line.

On inspecting this figure, it is clear that for the inter-
ception scheme we have chosen the probability of guidance de-
creases as the line of interception approaches the launch point.
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The probability of capture in this scheme can be enhanced by
introducing an extrapolator serving to smooth over the measure-
ments. We will assume that in our case W = 0.9.

gu

To estimate the probability of guidance, let us use for-
mula (6.22), then we get

Fo'6( /k i s s )

M iss (6.38)

where hmiss is the allowable missile miss affording a strike by

the warhead on the target; and
ah is the mean-square value of the miss caused by blind-
miss ing of the homing head.

The quantity hmiss depends on the characteristics of the

warhead and determines the allowable missile fly-by past the
target for which a strike can be made on the target with given
probability.

The value of ah  is calculated by the formula
miss

miss Vel (6.39)

where Rb.r is the blinding range of the homing head; and
b.r

a is the mean-square value of the determination of the
angular velocity by the radar homing head. In esti-
mational calculations, we can assume that

Rb.re3T'e I ' (6.40)

Substituting expression (6.40) into formula (6.39), we get

ah = 97V ao,.
rmss rel- S l 6.41)
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For the parameters we have adopted, we get

a i= 90. 12.400.0.1 = 3.6 ,

then, by formula (6.38) we obtain /353

h? = 0.85
hom!

The maximum miss value is

Ama = 3.6+5= 15.8 M.

From Fig. 6.3 it is clear that for this value hmax  P --

the probability of a fighter strike, Wstr = 1.0 will hold for the

weight of the warhead explosive G = 50 kg. If we assume the
exp

missile G = to 60 kg, then W = 1.0 even more so. We will addi-
exp

tionally assume that W = 0.95. Then to determine the effective-
cap

ness of the combat use of the interception complex without allow-
ing for the operating reliability of the equipment, we get (cf.
formula (6.23))

E = W W W W = 0.9-0.95-0.851.0 = 0.73.
a gu cap ha str

Let us estimate the effectiveness of a given interception
complex with reference to the operating reliability of the equip-
ment. To do this, let us determine the overall failure rate of
the homing equipment and determine Phom by formula (6.16).

We will arbitrarily assume that the homing equipment of the
hypothetical missile consists of several thousand parts connected
in series. The number and types of the parts are given in Table
6.2. Also in this table are the values of the corrective coeffi-
cients that allow for the operating conditions of the missile
homing equipment (from the data in Table 6.1).

In ground conditions the mean elapsed operating time to
failuire is Tav = 1897.9 hours, but in flight conditions (with

allowance for the corrective coefficients), Tav drops off to 11.98

hours, which permits a more exact prediction of the reliability of
the missile's onboard equipment.
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For the case we are examining, Atot = 83,468,32 10 hr -

that is, Phom = 0.96. By a similar method we can determine the

operating reliability of the equipment of the ground guidance fa-
cilities Pgu, the equipment providing for target lock-on Tcap', and

the equipment of the radio fuse and the detonator mechanism Pstr'

We will assume that Pgu = 0.95, Pcap = 0.98, and Pstr = 1.0,

and then by formula (6.23) we calculate the effectiveness of the
interception complex with reference to the operating reliability
of the equipment:

E~a,90.95-0.851.0.-0950.98-0.96 1.0-0,65,

that is, 11 percent lower than the value earlier obtained.

. In more complicated interception complexes, the amount of
equipment is considerably greater and the loss in the effective-
ness of the combat application due to the operating reliability
becomes even larger.

Let us evaluate the effect of several additional factors
serving to lower the probability of the combat effectiveness of
the interception complex.

Example 6.2. Let us leave the conditions of the previous
example unchanged, assuming here that the enemy is using false
targets to lower the effectiveness of lock-on of the true target
by the homing head. With five false targets lying within the
field of view of the head, we have

Wcap ! 0.95 =0,19.

Due to this, the overall effectiveness of the combat use of the
interception complex is considerably reduced and becomes equal to

Ea= 0,9.0.19-0.85-1.00.950.98-0.96-1.0 - 0,13.

To raise the effectiveness of the complex, false-target
selecting blocks must be installed in the radar homing head, com-
plicating the head design and adding to its weight.

Now let us examine the effect of active enemy countermea-
sures on the effectiveness of the interception complex.
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TABLE 6.2 FAILURE RATES Ai AND CORRECTIVE COEFFICIENTS K i FOR /354

THE HOMING OF A HYPOTHETICAL MISSILE

S.10 6  .106
S eart1 K. 1

Type of parts i in air
O + cfor all

parts

Resistors:
composition-carbon 1420 0.043 61.1 5,0 305,5
film-carbon 120 0.03 3.6 5.0 18
variable 80 0.06 4.8 25.0 120

Capacitors:

paper 430 0.01 4.3 5.0 20,5
tantalum 140 0.09 12.6 25,0 315.0
variable 25 0.16 4.0 42.0 168,0
potentiometric 65 0,10 6.5 25,0 162,5

Electrovacuum recei-
ving-amp. devices 15 2.0 30.0 80,0 24Jo,u

Transistors:
general type 100 0.5 50.0 8.5 425.0
switching 16 0.4 64,0 8.5 54,4

General-type diodes 850 0.2 170 2,6 422
Transformers:

incandescent 6 0.2 1.2 70 84
heavy-duty 12 0.9 10.8 70 756
pulsed 25 0.15 3.75 70 252,5

High-frequency chokes 12 0,1 1.2 70 84.0
Relays:

general type 2 0.25 6 1000 500.0
miniaturized 10 0.25 2.5 340 850.0

Switches:

tumblers 10 0,05 0.5 42.0 21
pushbutton 6 0.17 1.02 42,0 42.84

10-pin connecting 12 1,2 14.4 1000 14400
plugs
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TABLE 6.2 FAILURE RATES Xi AND CORRECTIVE COEFFICIENTS Ki FOR /35

THE HOMING OF A HYPOTHETICAL MISSILE
[Conclusion]

hi 106,o h i . 106
earth K

Type of part wm C in air
° Oq for all

S o parts

Electrotechnical parts:
general type 10 0.5 5.0 550 2750.0
motor 4 1.25 5,0 550 2750.0

Mechanical parts:
gyroscopes 3 10 30 220 6600.0
selsyns 4 5.5 22 220 4640,0

Lollowup system motors 2 12.5 25 1000 25000,0
gear transmissions 4 12.5 50 400 20000.0

Outlet connections 420 0.004 1,68 220 37,0.0
and soldering

total 3811 It = '1=  =
49.077X 26,89X
xo-6 Xo-

6  -83468,32-10-6

Mean operating time
elapsed to failure T=-~1897,6hr T= -- =1.98 hr

Example 6.3. Let us estimate that the effectiveness of air
target capture (example 6.1) when there are active enemy counter-
measures. The antiaircraft guided missile is detected by the radars
of enemy aircraft and can be hit by their onboard armament.

Let us assume that the probability of destroying the anti-
aircraft missile with the aircraft's armament is Pdes = 0.2. Then

the effectiveness of the target interception complex can be deter-
mined by the formula

E =E W W W (1 - P )P P P P C6.42)
a gu cap hom str des gu cap hom str
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which after insertion of the corresponding numerical values be-
comes

E = 0.9.0.95 0,. 1.0 (1--0.).-.95 0.n. .. : .52.

Thus, in this case as well the effectiveness of the combat
use of a complex in reduced. Therefore when estimating the effec-
tiveness of aircraft and missile interception and strike complexes,
we must allow for the effect of enemy countermeasures (passive and
active). The effects of different kinds of jamming and active
countermeasures is considered in greater detail in Sections 6.3-
6.5.

6.2. Costs of Complexes, and the Period and Stages of Their
Designing

In evaluating interception or attack complexes it is not
enough to know the values of their combat effectiveness under
different conditions. Their cost is a very important indicator
in the evaluation of complexes. This indicator is particularly
important when examining groups of complexes (cf. Section 6.5)
whose costs are exceptionally high. Therefore, of late economic
characteristics, including the costs of prevented damage, have
begun to be considered as an indicator of a complex's effective-
ness; this quantity characterizes the effectiveness of anti-
aircraft defense facilities beating off attacks by strike or
reconnaisance enemy flight craft, where the results of their
action can be expressed in the form of the material damage in-
flicted to the defending side. The effectiveness of attack
facilities can be similarly evaluated, by using here the cost of
the damage inflicted (cf. for example [67]).

If in the general case, the cost of a group of complexes
C can be represented as the functioncom

Ccorn : F(x_, x, ... , ),

where xl, x2,...,x n refer to parameters characterizing the ap-

pearance of the flight complex and the conditions of its use in
the group. Actually, C is a certain sumcom

c =-N .,C. C + Ccom ( .p sup
(6.43)

The terms in this sum are as follows:
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C. are th.e costs of individual elements of the complex;
1

N is the number of complexes in the group;
C is the cost of launch positions and airfields; and /357
1.p

C is the cost of support facilities.
sup

Costs of individual complex elements Ci can be subdivided

into groups; they are functions of independent parameters, which

may be the coordinates of the launch positions or airfields, co-
ordinates of interception regions when interception complexes are

under consideration, and so on.

The cost of a group of facilities includes outlays for capi-
tal construction and operation of the airfields, launch positions,
centers of radar and radio facilities, communications, and access
routes, and also outlays for building and operating other ground
structures and facilities ensuring the functioning of flight craft.

Additionally, the cost function Cco m includes outlays for

the development and building of flight craft and their equipment,
training of personnel, and so on.

In the synthesis of a system, one must be able to evaluate
these costs even at the stage of preliminary project-planning
when the facilities themselves have not yet been built. Func-
tions agreeing closely enough with actual outlays are available
now for this kind of estimate.

These functions are based on known functional relationships
between certain system parameters and the costs of elements in a
complex. Actual experience in calculations conducted by foreign
specialists shows that satisfactory enough results are obtained if
the dependence of the cost of missiles and aircraft on their
weight is approximated with a linear function. Fig. 6.6 shows a
function of this kind (C is the cost of the airframe; C is the

af en
engine cost; C is the equipment cost; and C is the armament

eq arm
cost), constructed on the basis of the treatment of weights and
costs of various prototypes of American military equipment [130,
131, 136-138, 151, 152, 155, 167]. Since in synthesis the in-
vestigation is usually conducted within the limits of a relative-
ly narrow range of initial parameters, this approximation is
wholly justified, as can be seen from Fig. 6.6.

In approximate terms, the linear dependence of the cost of
launch positions on the weight of flight craft launched from them
can also be extended to launch positions and airfields. This is
so because larger structures are needed with heavier flight
craft in order to provide for their safe and reliable functioning. /358
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When this kind of estimate is used, each. time numerical charac-
teristics of prorated costs must be refined Cthe cost per kg of
weight), since each newly built system can require during con-
struction the development of new technological processes, the
use of new material, and so on. As shown by experience, in
building complexes that do not greatly surpass similar existing
complexes as to their characteristics, the prorated [specific]
costs vary only slightly. Therefore prorated cost characteris-
tics needed for the preliminary project-planning can be obtained

by a statistical treatment of earlier built systems and proto-
types. We must also bear in mind that the costs of flight craft
and other elements in a complex depend heavily on mass production
status. Fig. 6.7 shows the dependence of the relative costs of a

flight craft on the number of units built in a series (the graph
is constructed on the basis of a treatment of foreign data).

Fig. 6.6 Costs of various
C yc e.---- B C

ACn CeaB cn.ed C ycn.ed elements in U.S. military
8 -- --- --- 

4  -~ 7 - -r complexes as a function of
their weight./ J- --i"i7C relative

C. J KEY: A -- Ceq, relat

74 _. - 2 -.--- . E 20 unitS

SB -- C, C relative
0,z '- C. A&- sa o af en

units
ato - - 70 co 2 0O 500 oe C -- C relative

arm
2 0 ro Fco6 c units

D -- C
arm

E -- Caf

F -- C
en

G -- Geq, kg

C Fig. 6.7 Costs of flight craft as a
function of its mass production sta-
tus.
KEY: 1 -- C, relative units

2 -- Experimental model
3 -- Leading series
4 -- Mass production



A formal expression of the costs of a complex group is /359
as follows:

C om N J G . K + G (I + ) X
com  N fu.a en.c.eqs

x G C + CL.p (1 + lv+ Gfu.a Cf K +

m m
+ G C. + (G K + G )GsC + C ,

iI en.c.eq i =fu.a en.c.eq ss O (6.49)

where fu.arm is the weight of fuel and armaments of the flight
craft;

G is the weight of engine installations, crew, anden.c.eqi equipment;
9s is the relative weight of the flight craft structure;

G is the relative weight of the launch stages per kg
l of flight craft;
C. is the cost of 1 kg of launch stage and elements of

flight craft equipment;
C is the cost of the launch position per kg of flight
l.p craft takeoff weight;
K is the number of power plants on the flight craft;

Cfu.a is the cost of 1 kg of fuel and armament of the
flight craft;

Cs  is the cost of 1 kg of flight craft structure;

N is the number of complexes in the group; and
m is the number of elements by which the overall weights

of engines and electronic equipment are to be divided.

For a better representation of the factors affecting the
costs of complexes, we present in Figs. 6.8 and 6.93 individual
components affecting the costs of a launch site and a missile
launch vehicle based on (U.S. data).
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Fig. 6.9. Effect of missile type on totalmissile costs.
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Fig. 6.10 shows the prorated costs of U.S. missile launch /362
vehicles as a function of the year they were developed. The
value of Cm can be predicted with this graph. A graph of expected

changes in the cost of orbiting 1 kg of orbital payload (Fig. 6.11,
based on the data in [181]) is presented for this same purpose.

A set of graphs, shown in Fig. 6.6, is necessary for cal-
culations based on formula (6.44). As an example, in Table 6.3
are given the costs of the missile launch vehicles, and in Table
6.4, the costs of a space communications system.

A comparative analysis of various systems using economic
estimates can afford very important results. For example, in
Fig. 6.12 is given the dependence of the costs of a group of
complexes on the effectiveness of the grouping Ea; each of the

complexes here ensures an assigned probability of performing a
military mission (interception -- Wint ).

TABLE 6.3. COSTS AND RELIABILITY OF MISSILE LAUNCH VEHICLES

Launch Pay- Cost, mil- Launch
vehicle Orbit load, lions of reliabi-

kg dollars lity*

Atlas- Synchronous 270- 9.0,1965-660.6, 1966
Centaur equatorial 450 6.0, 1975 0.8, 1970

Titan II Synchronou 295 50 .7, 1969
equatorial I 3.9, 1975

Launch reliability refers to both launch at intermediate
as well as the final orbit of the assigned number of AES [arti-
ficial earth satellites].

From the figure it is clear that efforts to increase the
effectiveness of each complex can lead to very high cost outlays
in building the group.

In turn, this indicates that in some cases efforts toward
an appreciable increase in reliability, strike probability,
guidance probability, and other statistical characteristics are
not always economically advantageous. This example shows the
effect of precisely this statistical parameter on the costs of
the group.
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TABLE 6.4. COSTS OF A PERMANENT SYSTEM OF SPACE COMMUNICATION /363
1104]

Name of operation Use of equa- Use of polar
torial orbits orbitsor process

num- cost, num- cost,
ber milli: nillion

pd. er pd.
ster. ster.

Developing communi-
cation satellites 1 6.5 1 6.5

Developing launch 9 13.5 9 13.5
facility equipment

Building launch 1 20.0 - -
facilities*

Tracking stations 3 4,5 3 4.5
Relay stations 16 24.0 16 24.0
Making communica- 21 4.5 40 8,0
tions satellites

Cost of launch veh- 21 31.5 40 60.0
icle, incl. launch cost

In the launch of satellites in polar orbit, it is assumed
possible to use already existing proving grounds, for example,
the Woomera Proving Grounds.

No less typical is an example showing the dependence of the
costs of covering the defense belt on the distance between the
lines of interception' and warning. As follows from Section 6.5,
the belt covered by a single aircraft interception complex is the
wider, the farther the interception line extends deep into
the territory defended. The maximum width of the covered belt is
bounded by the tactical radius of interception. The relation between
the costs of a group built on the basis of aircraft facilities
andthe distance between the lines of interception and warning is
similar to that shown in Fig. 6.12. This is because for short
warning lines interception with surface to air missiles (due to
their high speed) is carried out at a greater distance from the
launch point than interception using aircraft. From this example
it is clear that for range values R < R* it is more advantageous
to use missiles, but for the distances R > R*, fighter-intercep- /364
tors are better. Even in spite of the fact that the missile is
cheaper than an aircraft by almost one order of magnitude, it is
more advantageous to use aircraft and not missiles in groups, as
we have seen, given certain conditions.
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That is why the synthesis of the system must be conducted
by estimating the cost of a group of facilities, and not of each
individual facility.

From expression (6.44) it follows that the Ck function minimum

is determined, in particular, for missile complexes mainly by the
minimum weight of the flight craft and by CO. This follows from

the fact that the remaining quantities, for an assigned scheme
of performance of the mission and for a given equipment composi-
tion, vary relatively little. Equipment parameters can be varied
within the range of allowable values, but prorated costs C. re-

main nearly unchanged.

GH. is determined with reference to the optimal subdivision
1

of the total weight of the missile stages or of the aircraft into
the weights of individual elements and remains practically un-
changed in the process. Also changing little in the minimization
of costs is the Ck function.

Let us consider as an example how an air target can be hit
with antiaircraft missiles at minimum cost [148]. We will as-
sume that the effectiveness of the antiaircraft complex is es-
timated by the probability of hitting the target Ec and can be

provided by way of three outlays: in development of the anti-
aircraft missile, in implementation of the program of increas-
ing its reliability, and in the manufacture and launch of several
antiaircraft missiles.

To determine the minimum total cost, we must find each of
these three components. Here it must be considered that the
number of antiaircraft missiles for hitting a target depends
on their reliability and is defined by the outlays in increasing
reliability.

Example 6.4. It is required to determine the number of anti-
aircraft missiles of an AAD [antiaircraft defense] complex des-
troying an air target with probability PK = 0.5 with minimum mone-

tary outlays. The missile control system consists of three sub-
systems: a ground guidance subsystem 1; an onboard guidance
subsystem 2; and the launch position equipment 3. For greater re-
liability of the control system, certain monetary funds are spent
in increasing the reliability of its individual subsystems. Let
us use for this purpose a study by N. Cox and W. Harter [148],
giving a graph of the costs of increasing the reliability of
missile control systems (Fig. 6.13). This graph shows what /365
monetary outlays C provide for the reliability of error-free
operation Pk of a complex control system. Approximating the
dashed curve with a straight line, we obtain a function written
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in terms of the function of a multiple logarithm in the form

C=P gig c (6.45)
re com  o

where pre is the slope of the characteristics, and

P is the cost of the system providing a certain initial
re

0 reliability PcOmO"

C m n .awapmo A Fig. 6.13. Graph characterizing the
120 cost of increasing the reliability

100 of missile subsystems (the entire

8 7 control system of the missile is con-
o I ,sidered as a complex system)

o , KEY: A -- C, millions of dollars
B -- P

7 comrn

67 The cost for striking the air
4 59 7 99 4$5 Y88Y49SSP, target with antiaircraft missiles is

determined by the formula

C=n(Cm+ C+Co +e , (6.46)

where Cm is the cost of building the missile;

C1 is the cost of launching the missile;

CO is the unchanged cost of developing the design and
ground equipment; and

C is the cost to increase the reliability of the control
systems.

The cost of a missile without providing for standby system equip-
ment can be defined as

C=n (n ;SI + S +

+ Slgig ,--C +Co.
P.i re (6.47)- 1Om. i 0323
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where pm and Pin are the slopes of the cost characteristics;

S. and S.' are the complexity factors of the missile sub-
1 1 systems and the launch facilities4;

i is the number of the missile subsystems and launch facili-
ties; and

N, N' is the number of series-connected subsystems in missile
and launch facilities.

The reliability of the i-th subsystem is determined by the formula /366

P~.= P, i1. (6.48)

where k. is the coefficient allowing for environmental effects on
the operation of the subsystem, and

c. is the system operating period.
1

Referring to formula (6.48), let us determine the reliability of
the entire missile as

P p (6.49)

where Pbo is the probability of the error-free operation of the
booster.

The number of missiles launched to achieve the desired tar-
get strike probability is obtained by using the following ex-
pression:

Ig(1-Pcom
n= 10- (6.50)

Ig (1 - P)

where Pm is the probability of error-free operation of the mis-

sile.

Let us use the method of indeterminate Lagrange multipliers
to determine the optimal number of missiles launched, on the con-
dition of minimum cost as a function of reliability.

To do this, let us set up the auxiliary operation of the
form

+b ) I P(6.51)

324



where X is an indeterminate Lagrange multiplier, based on equations
(6.47) and (6.49).

Equation (6.51) is valid when

(P SOI
t 
I- > 0.

using the expressions

t 0 and =0

we find

Sp . + XSikItIP1i k [ psi 'i= 0,
PI Ig Pt

+t1

H pS,',t,_ Pm _o.
I Pbo

(6.52)

Let us substitute the second equation of system (6.52) into the /367
first, and then we get

- re = 1 In

IgP Pbo (6.53)

by equation (6.53), we have the following for the first subsys-
tem:

=-k PM
Ig P - Pbo' (6.54)

Dividing equation (6.54) by equation (6.53), we get

Pt= Pi/ for I I.

(6.55)
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then from the equation

P _n - s,*,.
Pbo a (6.56)

we obtain

Pbo It, C6.57)

on the condition (6.55). Let us rewrite expression (6.50), using
the formulas (6.49) and (6.57), as

Ig(1 - Pcom

Ig (1-- J ,") (6.58)

To determine the minimum cost, let us review the formula

C-n0S2+p+)+ 're'' -- eo+ Co. (6.59)

The values of the coefficients m , ,in' and p5 are taken

from cost graphs similar to Fig. 6.6.

The costs of a missile and its launch are determined by the
formulas (6.46) and (6.59), that is

Cm= PS.

C-= I + p. (6.60)

The anticipated reliability of each subsystem is

PIN= , N (6.61)
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and the optimal number of missiles launched (cf. formula (6.58)) /368
is

n Ig(l-- Pnom) (6.62)

Let us construct, with formulas (6.60)-(6.62), the graphs of
the total cost of performing the combat mission with Pk = 0.95.

The complexity factors of the three subsystems will be
S1 = 1.0, S2 = 0.2, and S3 = 0.5; their operating time will be

t l = 60 hours, t2 = 60 hours, and t3 = 1 hour; the operating con-

ditions will be kI = k2 = k3 = 1.0. We will assume that the

operating reliability of each of the subsystems is identical,
that is, P10 =P 20  30  Pbo 1.0.

M A.donap6 A Fig. 6.14. Dependence of

I - 7-1 cost components and total
9 I I cost on subsystem reliabi-

86 lity
I paem y , em6/ KEY: A -- C, millions of

7 V, em dollars

6 i \ D'p a em B -- 6 missiles, C
5o n (Cp +Cecn ) -  C -- 5 missiles
10 D -- 4 missiles
30 / E -- n(Cm + Cl)

26 0 F -- 2 missiles

0 2-- G -- 3 missiles
S- 1 Peom

,95 47 O,9 O,95 98 4990,995q998

We will take the cost factors to be as follows: gm = 0.2.

10 6 dollars; in = 2 -10 dollars; p 1 105 dollars;

C= 15 10 dollars; and C = 0.
O re

These curves are plotted in Fi . 6.14 From the plots it is
clear that the minimum cost C = 3 - 106 dollars is attainedmin
for four missiles (n = 4). The cost components corresponding to
this case are given in Table 6.5.
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From the data in Table 6.5 and Fig. 6.14, it is clear that
outlays to increase reliability for a minimum-cost program can

exceed the costs of developing the design (15 million dollars).

Now let us consider an example when standby subsystems are
employed in control systems.

Example 6.5. It is required to determine the number of
antiaircraft missiles striking an air target with Pk = 0.95 or
with minimum monetary outlays. The control system consists of
five subsystems with different degrees of standby provision.

TABLE 6.5 /369

SCost, millions ofCost component dollars

Cost of developing missile
Co=15and ground equipment

Cost of building and n(C + Cl) = 16
launching 4 missiles m

Cost of increasing relia-
bilit
of Isf subsystem C 0lo

=

of 2nd subsystem C2=5
of 3rd subsystem CD=G

Total ICmn=63 million dollars
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Let us denote the standby degree by mik, then formulas (6.48)

and (6.49) must be written as

P,= I- (1-P a ,,,),. (6.63)

P1.=,of [I- (1 - P, II ].

(6.64)

where mik = 1 for i = 1, 2,...,N', and

N' is the number of subsystems in which standby is impossible.

As in example 6.4, let us set up an auxiliary equation

N

*1,(P, 1)=S I( g - +
i-I

+kil f-, -Pir i M_ PM.

SPbo (6.65)

Then by calculating the derivatives of the function 4i and equa- /370

ting them to zero, we get

+ X SikitimikPSIkIi-1 XP 1iIg PI ,

X (1- Ps)m, i1n [1-(-PI,,I,)m = 0;

(1 (- P i k, ,t)'] - M = 0.
I bo (6.66)

Multiply the first equation in system (6.66) by the expres-
sion

nr Skti ( 1- PSIl)mII g- '

329



then we get

( - pI la- ' p ll I p

P+1 [1-(1-Pt lt "] =0. (6.67)

Let us introduce the auxiliary function

1-(1- psi t)mik

g(Pt, MMn) =
,(- Pit, ) -1Ps'"g Pfi,, (6.68)

into equation (6.67), and let us use the second equation of sys-
tem (6.66), then we get

'Pm
S l y (PI, mD )+ =. (6. 69)

For actual calculations, let us represent the function (6.68) as

1-(1-P)"y (P, m) -
m(l -P) m-'PIgP (6.70)

Its graph is plotted in Fig. 6.15.

Using equation (6.69), let us find

S,
Y (Pl, mk) = (PI, mi).

(6.71)
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a -- For large y values

b -- for small y values
n is the number of missiles striking the

target with specified probability

i k

From formula (.71) it is clear that the more complicated a -7 -0

Fig.subsystem, the lower lies the faminingly of characteristics of(P m)

in the graph. Therefore to obtain the same reliability, we must

increase the extent of standby mik. Though this principle is
obvious, the quantitative determination of the required standby is
possible only by using formula (6.70).

To determine the minimum cost and the minimum number of mis-
siles when standby of subsystems is provided, we must use the fol-
lowing formulait is clear that the more complicated a

C inn the graph. Therefore to+ obtain the same reliability, +

+~ e-Creo+Cup ' (6.72)

where P. is determined from Fig. 6.15.

1

Ig(1 -Poo)
n= 1o (1- - Pcosn

( i (6.73)
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Using formulas (6.71) - (6.73), let us determine the cost
plots as functions of the reliability of the standby provisions
of four controlled subsystems with WK = 0.95 and kl = k2 = k3

k4 = 1.0; S1 = 0.4, S2 = 0.2, S3 = 0.5, S4 = 0.6, t = 60 hours,

t2 = 60 hours, t3 = 1 hour, t4 = 60 hours; P1 0 = P2 0  p3 0 
=

4 0

Fbo = 1.0; pm = 0.2 106 dollars; C = (0.1 106 + 2 106 E miS i )

dollars, C = 15 106 dollars, Cre0 = 0; m I = 1.0 (the subsystem

has no standby), m 2, m 3, and m4 vary from 1 to 3.

Fromthe graphs plotted on the basis of the data (Fig. 6.16) /372
it is clear that applying standby provisions permits cutting the
costs of hitting an air target. Table 6.6 gives the data on the
costs of individual components when two or three missiles are
launched with different degrees of standby (in the first column,
m. = (1,2,1,2); in the second column, m = (1,3,1,2)).

1

Fig. 6.16. Total cost as func-

CA M. Mlnapo A tions of reliability for differ-

100 , B ent degrees of standby
Bo-2pa emi KEY: A -- C, millions of dollars

90C-- paxe-b, B -- Two missiles
E -spaem C -- Three missiles

80 iF -6paem D -- Four missiles
E -- Five missiles

70 F -- Six missiles
G n(1;) G -- m H -- P

_60 com com

From the data in Table 6.6
5i; it is clear that employing more

-(,_;7;2) " far-reaching standby for a mis-
sile control system m 1 3 = 3 com-

pared with ml1 2 = 2, even though

the number of missiles required
to hit the target is reduced from
three to two, still the total cost

is changed but little. Accordingly, there is a redistribution of
monetary outlays. The cost of launching the missiles is reduced,
but the cost of the nonstandby missile control subsystem rises
owing to the use of more expensive (reliably operating) parts to
7.8 million dollars, and the complexity of'the standby subsystem
(owing to an increase in the extent of standby) -- to 15.0 million
dollars.

The examples 6.4 and 6.5 that we have been considering demon-
strate that the application of technical facilities (standby
status) for greater reliability of control systems leads to a re-
duction in monetary outlays and in the number of missiles needed

332



to hit targets with assigned probability. Therefore at the outset
of designing control systems calculations must be made to estimate
the costs of control systems and to select the required degree of
standby with respect to the minimum monetary outlays.

TABLE 6.6 /373

Cost, millions of
Cost components dollars

n=3 ) n=2

Cost of developing
missile and ground Co= 15 Co=13
equipment
Cost of building and n(C +C )=15. n(C +c )=11.6
launching missiles m 1
Cost of increasing
reliability

of 1st subsystem CO= 12.6 C1o=17.8
of 2nd subsystem C20=12.6 C20=15.0
of 3rd subsystem C3=3.0 C3o=2.3
of 4th subsystem C4 =0 C4=0

Total 58.9 58.7

Another important characteristic, in addition to cost, is the
time expended in the development, building, and commissioning of
flight complexes. When this time is too great, the complex (or its
control system) will become obsolescent by the time it is commis-
sioned. If the available time is short, the design complex can
have characteristics that are not high enough, which leads to its
rapid qualitative aging.

The determination of time outlays presents considerable dif-
ficulties and is carried out, as a rule, by predicting statistical-
ly treated data characterizing previous developments. Here the
total time is composed of the time expended in each of the stages
of design and production of the flight complex.

These stages are as follows.

Presentation of the technical assignment when the ordering
organization, based on preliminary scientific studies and experi-
mental developments of individual complex and system elements,
determines their layout, main characteristics, and parameters (the
time outlay denoted by Ta).

Development of the advanced plans of the complex when the /374
leading industrial organization, based on the technical assignment
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TABLE 6.7

Type ars 1951 1952 1953 1954 I 1195 1957 1958 1959 1960 1961 1962 19 1964 1965missile or AES

Atlas D

Titan II

Minuteman

Polaris Al I I
Samos

Midas

iTransit
Nike-Zeus



received, works out approaches toward building the assigned com-

plex and determines, jointly with the ordering organization, the
requisite tactical-technical requirements imposed on it (the time

outlay is denoted by Ta.d).

Development of preliminary and technical plans sometimes can

be divided into two stages, and in several cases these stages are

united into one in order to shorten time in development. Here the

technical solution adopted in the advanced design is worked out

in detail. The preliminary or technical plan of the system is

completed by the development of technical documentation, building
of mockups, and prototypes of its individual elements.

This stage is characterized by the time which is denoted by

Tp.
t •

Industrial manufacture and check-out tests of prototype and

the system as a whole. This stage is characterized by the actual

production process in building the developed complex, and also by
its laboratory and full-scale tests to obtain the specified char-
acteristics. The length of this stage depends on the level of

the production and experimental base and the state of the art.
The duration of this stage is denoted by Tin.

The stage of the release tests is characterized by the cus-
tomer, based on appropriate statistical experiments, declaring
whether the proffered model of the system measures up to specified
characteristics throughout the entire range of proposed operating
conditions.

The duration of this stage can be shortened by using mathe-
matical and physical modeling of the control processes. When the
prototype measures up to the imposed requirements, after release
tests, it is taken up for series production. The time required
for the stage of release tests is denoted by Tre*

The stage of series production and introduction of the proto-
type. On the completion of the release tests, the industrial
enterprises for series production are determined, to which the
leading industrial organizations turn over the necessary technical
documentation. This stage terminates in the introduction of the
prototype. By introduction we mean the commissioning, mastery,
and operation of the number of the models which can afford attain- /376
ing the required level of mission performance.

We will let Tint stand for the time of the stage of series-

production and introduction.

Thus, the total time required to develop and build systems
is defined as the sum
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TTT. + T +Tinas a.d p.t in re + Tnt (674)

Table 6.7 gives some idea of the duration of individual
stages of development, building, and introduction of flight craft
complexes.

As we can see from the table, these schedules are extremely
stable, for example, 3-4 years for spacecraft and 5-6 years for
long-range ballistic missiles and launch vehicles.

6.3. Effect of Natural and Artificial Interference on the Ef-
fectiveness of Performing an Assigned Mission

All the kinds of interference acting on radar sets, homing
heads, heat direction finders, infrared heads, radio altimeters,
and laser and radio rangefinders can be divided into natural
and artificial. Natural and especially artificial interference
has a considerable effect on the effectiveness of the combat use
of defense and offense complexes, and therefore must be taken into
account in designing control systems.

Natural interference is commonly held to include the follow-
ing: atmospheric, ionospheric, industrial, and interference in-
duced by the effect of the earth or ocean waves. Atmospheric
interference (rain and fog) reduces the coverage of ground and on-
board radar complexes (cf. Fig. 3.4). Ionospheric interference
also reduces radar coverage and sometimes can lead to the ap-
pearance of interference hampering the radar tracking of ob-
jects.

Artificial interference is commonly held to refer to means
of radio and infrared countermeasures. Means of radio counter-
measures (RCM) can be divided into active and passive. A classi-
fication of RCM is shown in Fig. 6.17. The effectiveness of inter- /37
ference [jamming] depends on the power of the interference and
the signal, that is,

P
K = (P- -)inp K (6.75)

si

were K. is the coefficient of suppression of the radar or the
SRHH radar homing head] by the given kind uof jamming, and

K is theratio of the jamming power P. to signal power Psi
at the radio receiver input [201. s
The jamming power is determined from the formula

336



Pre i = PjAjF 2 ( Ohor' h j (6.76)

where P/. is the flux density of the jamming power at the input
3 of the antenna of the suppressed radar;

Ohor and h are the azimuth and elevation angles of the

jamming supplier;
F is a function describing the radiation pattern of the
suppressed radar with respect to the field; and

A. is the equivalent absorption surface of the antenna
] of the suppressed radar and determined by the formula

Aji= (6.77)
4w

Here Ga is the maximum coefficient of the directivity of the an- /378
tenna of the suppressed radar, and

X is the jamming wavelength.

A Fig. 6.17. Classification
d pdtws m'1dradE 2h'IrJ] of means of RCM

S~,mu.md I e -e r, KEY: A -- Means of radio
Bdeaporatepeunpom odei- countermeasures

D E B -- Active means of
_ o, countermeasures

M C -- Passive means
8 ~ of countermeasures

I D -- Camouflaging
F G I J~ jamming

H K E -- Simulation jam-
ming

F -- Sighting jamming
G -- Wideband barrage

jamming
H -- Sighting jamming with wobbling
I -- Simulating false targets as to range
J -- Simulating false targets as to angular coordinate
K -- Simulating false targets
L -- Counter radar reflectors
M -- Radar traps
N -- Radio-absorbing materials

The density of the jamming signal is

P G
= LG -o. laR

j 2 10 .j C6.78)
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where G. is the maximum coefficient of the directivity of the

3 jamming transmitter antenna;
a is the coefficient that allows for the attenuation of

the signal in the atmosphere, in db/km; and
R. is the range to the jammer (Fig. 6.18 a).

Considering that only part of the jamming power reaches the

receiver determined by the ratio of the width of the spectrum

of the jamming signal AF. to the passband of the receiver of

the suppressed radar AFre, the jamming power is

Pj jAj6freF oO.laR
PF2( = hor' h)'10-0.1aRj • (6.79)
re.inp 4 2 AF (6.79)

J J

The power of the useful signal at the receiver input of the

suppressed radar is determined by the formula

P si GsiA t -0.2 R si (6.80)
si.inp 4 2 R2

si

where R is the range to the covered aircraft.
a

Substituting formulas (6.79) and (6.80) into equation (6.75), /379
we find

4R G Afre J (si) F2 (hr , ) 1 0 0 .l(2 R s i --R )

R siG siA AF 2 hor h
si sI t aj (6.81).

A c, -ef , £_2b

Tlp Avpo/IaINM(I H

B / " 'i " -caolem

F c neMedama-
MM noMex OM

i b)

Pc D a)

Fig. 6.18. Scheme for producing active jamming:

a -- When a jammer is present
b -- When the jammer coincides with

the covered aircraft
(cont. on next page)

338



KEY: A -- Covered aircraft-target
B -- R.

C-- F( hor'h

D -- Radar
E -- R.

F -- Jammer
G -- R.

H -- Covered aircraft with
jammer device

The function (6.81) is the fundamental formula for radio
countermeasures for active jamming.

Fig. 6.19 presents the variation of the coefficient K as'
functions of Ra and P.j, Gj, and R. as parameters. When K = Kj,

the jamming becomes ineffective; the region in which jamming is
effective is usually called the suppression zone. K > Kj in the
suppression zone. The formula (6.81) changes when the covered
aircraft itself carries the jamming device. Then we get

4wR.G j af41 TRG re 2 0.1 R. (6.82)
K = i R * 10PsiGsiAt AFj j

Fig. 6.19. Determining the radar
suppression zone
KEY: A -- Region of ineffective

x A Oacm6 3PqP~erUoo jamming
SOdAcm B deCm7 9 noe B -- Region of effective

Neppewmd- / jamming
a,oso dedmcma D E C -- K.

C E -- R.
K , F __Rj2

G H -- R

' G -- Pjl Gjl

J RcT., K Rc H -- Pj2' Gj2

I -- Pj3, Gj3 J -- R min K -- Ra a

In correcting the absorption of radiowaves in the atmo-
sphere, let us find the formulas for the determination of the
minimum suppression range. Based on the function (6.81), we
have 339
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R = 2R T _ J , hor h re Yj (6.83)
Smn PsisiGsiAt AFj

and from formula (6.82) /380

1I KJPsiGsiAt AF (6.84)

j min - T P G j fre

From these formulas it is clear that as the jammer approaches
the radar, the jamming effectiveness drops off. This is attribu-
table to the fact that in the approach of the aircraft with the
jamming device to the radar, the power of the signal reflected
from the aircraft increases more rapidly (since it is proportion-
al to R ) than the power of the jamming at the radar receiver

j 2
input (since it is proportional to R ) [20].

From formula (6.81) it also follows that if the jammer acts
with respect to the main lobe of the radiation pattern, the
suppression zone will be broader than for suppression of a side
lobe.

We will estimate the effectiveness of jamming by the cover-
age of target detection Rre min . The smaller the range, the more

effective the radio countermeasures:

3 Rdet (6.85)

Table 6.8 gives data on the effect of different types of jamming
[20].

TABLE 6.8 ESTIMATE OF THE EFFECTIVENESS OF JAMMING, P. 1000

w/MHz; Rdet = 50 km (WITHOUT JAMMING)

Type of jamming Rj ain W.

Camouflaging:
noise 48 0.04
sighting in the side- 37 0,26
lobe of the radar
sighting in the main- 9 0.82
lobe zone

Simulating false-target 5 0.90
position
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Simulation jamming is jamming in the form of the signals /381
of false targets, diverting the radar from the true target.
The method of producing simulation jamming consists in the
reception of the radar signal, and its amplification and re-
beaming with a time delay. As a result of this delay, the
signal picked up by the radar yields false information on the
range and azimuth. The simulation jamming device can also pick
up and amplify pulses of the side lobes, then several false
targets will reach the radar. The reception and rebeaming of
pulses reflected from ground objects is also possible. Passive
radio countermeasures can be implemented by ejecting large
numbers of dipole reflectors (passive jamming), the launch of
missile-traps, or the ejection of corner reflectors. In addi-
tion, different kinds of coatings producing the effective re-
flective surface offlightcraft are also possible as passive mea-
sures.

Passive jamming (Fig. 6.20). The aircraft-target is not
detected in the dipole jamming when the power of the signals
reflected from the dipoles exceeds the power of the useful signal
by several times, that is,

K=P. r
Pno Vt (6.96)

where Vd is the mean effective surface for reflection from the
dipoles, and

Vt is the mean effective reflecting surface of the target.

Vd can be represented as

Vd =Nad , (6.97)

where N is the number of dipoles, and /382
id is the mean effective scattering surface of a single
dipole.

In practical calculations, of d' the following formula is

usually employed

UD= 0,17n2CVT (6.98)

where hd is the height of a half-wave dipole (hd = X/f);

n is the coefficient of the effective number of dipoles;
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and Vt is taken as 20 m2 (cf. Chapter Three) and by formula

(6.98), we find for 1000 dipoles

ad = 85 m2; K = 85/20 = 4.25,

indicating the adequate effectiveness of dipole reflectors.

Fig. 6.20 Pulse volume of radar
KEY: A -- Radar

B -- Rdet

R0H C -- t
A PC B

Radar traps cause a disruption in guidance by diverting the
attacking flight craft from the plane or missile being attacked,
by the radar (Fig. 6.21).

A Fig. 6.21 Use of missile traps
PamKw-lOoy for breakdown of antiaircraft
B g/4 'b missile homing

B ~ E KEY: A -- Missile-traps
B -- Guided missile
C -- R

D -- R
m

E -- Target
F -- R

pcnodem a
G -- Coverage radar

Let us write out the equation of radio countermeasures in
the form

tr = traps, radar7

2 2
P. 4TrP GRR R ' fre

K =(- = j J si. re (6.99)
i inp PsisiAtRr

and with K = K. and Ra = R, we find that the jamming power is

i n R2

342



From formula (6.100) it is clear that a reflected signal /383
simulating a false target must exceed in power the real reflec-
ted signal by several times.

Ejected traps in the form of corner reflectors have
maximum effective reflecting areas amounting to several thou-
sands of square meters. Working formulas for calculating the
maximum effectiveness strike areas of different kinds of corner
reflectors are given in Table 6.9.

TABLE 6.9 MAXIMUM EFFECTIVE REFLECTION AREAS OF CORNER
REFLECTORS

Name of Kind of corner reflec- A macorner effm
reflector tor

Sao 60 4 2
Triangular - -

600

Rectangular 12n -

a a4
Circular 20
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Radar coatings lead to an appreciable reduction in the

effective reflecting surface of a flight craft which makes it /384
less "visible" to the radar. These coatings are made in the

form of horns, which lowers the intensity of reflection by
ninety percent in Ihe wavelength range 1-12 cm. Their weight
is quite high (1 m weighs 2 kg ormore). Coatings of foamed
glass fiber 12.7 mm thick are lighter in weight (0.91 kg).
Here the intensity of reflection is reduced by ninety-nine

percent in the wavelength range 0.9-77 cm [117.

The rational use of radio countermeasures can appreciably
increase the effectiveness of an aircraft or missile complex.
Fig. 6.22a shows the variation in the probability of striking
W tr a bomber with a certain hypothetical defense system as a

function of the weight of the jamming equipment (which can
characterize the effectiveness of the radio countermeasures)
G. installed on board it [117]. Since the payload of each air-
3

craft is limited to some maximum value, there arises the prob-
lem of its rational distribution: for a bomber, for example,
between the bomb load and the radio jamming equipment. On the
one hand, it is important to inflict the greatest damage on
the enemy, that is, to increase the bomb load, and on the other,
to deliver this load to the target with the highest probability.

This optimal relationship can be characterized by a certain
parameter Q:

Q= (1- Ptr)D. (6.101)

here D is the percentage of the total possible destruction (uni- /385
quely related to the weight of the bomb load) inflicted by the
bomber.

Fig. 6.22 Effect of weight
w0 . A of radio countermeasure equip-

ment and bomb load:
a -- Strike probability of a

44 bomber as a function of
ll the weight of the radio

0 Am 2M 3000 O4000 Gn OM s countermeasure equipment
B nouG-nom/Gu6.-narp. installed on it

a) C b) b -- Coefficient Q as a func-
tionof relative weight

KEY: A -- Wtr

B -- Gj, kg

C -- G. = G./G [bomb-ld = bomb payload]344 3 J bomb-ld



A graph (cf. Fig. 6.22 b) plotted for the same hypothetical
defense system as the graph in Fig. 6.22 a shows the dependence
of the coefficient Q on the relative weight

G.
G

bomb-ld

Gbomb-ld is the weight of the bomb load.

The calculation was made for a maximum payload of 4500 kg.

6.4 Effect of Active Enemy Countermeasures on the Effective-
ness of Performing an Assigned Mission

Active countermeasures or active defense is one of the main
factors strongly influencing the effectiveness of carrying out
a combat mission by an attacker. This factor can alter the make-
up of the control system of a complex and its characteristics 6 .
We will illustrate the effect of active countermeasures on the
cost of a group attack by flight complexes using the following
model [67].

A certain target (or a complex of targets) defended by
interceptors is subjected to an attack by enemy aircraft or his
tactical missiles, or long-range ballistic missiles. The quality
of performance of the military mission by the attacker is evaluated
by the function f, which is the cost of the attack. Here it is
assumed that the military flight craft not hit by means of active
defense reduces, with a certain probability the usefulness of
the ground target attack by some constant quantity, or puts out
of commission, with some other probability, one of the guidance
centers of the interceptors. The effects of the combat facility
(the missile warhead) can vary. According to the above-adopted
model [67], each of the attacking flight craft can be struck, /38
with different probabilities, by the means of active defense by
interceptors both before the attack on the ground target, as well
as after it. When tactical or long-range missiles are used, it
is assumed that they are destroyed at the moment the warheads are
delivered onto the target.

The costsof the means of attack and defense are different;
they depend on the type of the flight complex, on the above-
indicated probabilities of carrying out the combat mission, and
on the size of the warhead carried.
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Fig. 6.23 Effect of the inten-
sities of active defense on the
cost of an attack f by bombers
[141]

" -1- low-altitude defense
- __ high-altitude defense

A KEY: A -- Cost of attack, f
A - B -- Number of targets
.' I defended

0 2 4 6 8 10 12 14 16 18 20

Thus, the "quality" of performance of a combat mission by
the attacker is the higher, the smaller the f -- the cost of

the attack (f = 0 if all ground targets have been destroyed).
The function f = 0 also obtains when all interceptors or all
guidance centers have been destroyed. That is, there is no ac-

tive defense. When missiles are used in this case, the func-

tion f 0, but it reaches some minimum value. Actions of the
active defense raise the value of f, degrading the performance
of the combat mission by the attacker.

The dependence of the cost f in an attack by bombers on
the intensity of the active defense is shown in Fig. 6.23 for
the model described. Since the probability of destroying the
ground target depends on the bomber altitude and since, under
otherwise equal conditions, the probability of the bomber being /387
struck by an interceptor depends on this same factor, which
varies as a function of the type of the active defense (low- or
high-altitude defense), then in the situation described the
variants listed in Table 6.10 are possible (the numerical values
of the parameters in this example have been taken from [67].

Fig. 6.24 Effect of intensity
C of active defense on the cost

G7B~ afa cpa CIuse3. attack f by tactical ballistic

2 missiles [1411:
76 -0-0- -- missiles with heavy

awarheads
-x-x- -- missiles with small

.warheads
S-I-I- -- optimal combination of

different kinds of
__ missiles

A _ KEY: A -- Cost of attack, f

0 B -- Weak defense
C -- Strong defense
D -- Number of targets

defended
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From Fig. 6.24 and Table 6.11, the effect of the intensity
of the active defense on an expedient missile warhead size is
clearly seen. When missiles of different types are optimally
combined, some improvement in the attack results is achieved.

Fig. 6.25 shows the effect of the probability of a long-
range ballistic missile being struck by one interceptor on the
cost of an attack by long-range ballistic missiles. The cal-
culations were made for two different numbers of interceptors
simultaneously guided by each guidance center, and for two dif-
ferent values of the total reserve of interceptors. Here it
was assumed that each warhead carries 19 traps, all these 20
elements are of equal value from the standpoint of defense, and
the interceptors are distributed evenly between them in accord-
ance with an optimal strategy.

TABLE 6.10 PROBABILITIES.OF A GROUND TARGET BEING HIT BY BOMBS /388
AND PROBABILITIES OF BOMBERS BEING DESTROYED IN AN
ACTIVE DEFENSE [671

Probabi- Probability of
lity of bomber being struck

Type of bomber ground by one interceptor
target low-alt.l high-alt,
strike Idefense J defense

High-altitude I 0,9 0.3 0.4
attack by bombers. _

II 0,3 0.4 0.5

Low-altitude at- I 0.3 0.2 0.1

tack by bombers i 1 0,I 0,3 0.2

As we can see, an increase in the number of simultaneously
guided interceptors becomes less advantageous with an increase
in the probability of long-range ballistic missiles being struck
by each individual interceptor.
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18 Fig. 6.25 Effect of the proda-
17 bility of a long-range ballistic
16 1missile being struck by a single

1 - interceptor on the cost of an
-4 attack [67]:

3 -~- i -- simultaneous guid-
4~12 -4.ance of 20 interceptors

A n -- simultaneous guid-
ance of 40 interceptors

45 46 07 8 069 10B KEY: A -- Cost of attack, f
B -- Total reserve of inter-

ceptors

Now let us consider two specific examples of the effect of
active countermeasures on how well a combat mission is performed.

In Table 6.10, two types of bombers have been assumed:

I is a model with high flight data and conditional costs
al = 2.5, and

II is a model with low flight data and conditional costs
a2  =1.0.

Fig. 6.24 shows the effect of an active defense on the cost /38
of an attack f by tactical ballistic missiles for values of the
initial parameters listed in Table 6.11.

TABLE 6.11 EFFECT OF ACTIVE DEFENSE ON THE COST OF AN ATTACK
BY TACTICAL MISSILES [67]

Resolving Missile Prob. of Probability of
power of m is- ground tar- missile beingsile warhead cost get strikei hit by 1 intercep.

I 1.0 0.90 0.5

II 1.5 0.95 0.5

Example 6.6. Let us determine the probability of the per-
formance of a combat mission by a multimission fighter agdinst
an operating ground target in conditions of countermeasures by
the enemy AAD. We will assume that the enemy AAD consists of
six 20-mm rapid-firing, small-caliber cannon, and two batteries
of missiles (each of the batteries can launch only one missile
at the target). Additionally, the multimission fighter can on
its tracking to the target be attacked by two fighter-intercep-
tors armed with missiles and cannon. The effectiveness criterion
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in this case is defined as

E =W W W P P P (6.102)a AAD det str AAD det str'

where WAAD is the probability of the multimission fighter
penetrating the AAD facility;

Wde t is the probability of detection of the ground target;

W str is the probability of the ground target being struck
with bombs;

PAAD is the operating reliability of the AAD system;

P is the operating reliability of the onboard equipment
detecting the ground target; and

Pstr is the reliability of the ground-to-air missile.

A multimission fighter penetrates AAD facilities if the
aircraft is not struck by the small-caliber antiaircraft artil-
lery, the antiaircraft missiles, and the fighter-interceptors;

WAAD = (1 - Ws.a.a )(l - Wa.g.m)(1 -W fi), (6.103)

where W is the probability of the multimission fighter being
s.a.a hit by small-caliber antiaircraft artillery;

W is the probability of the multimission fighter being
a.g.m hit by antiaircraft guided missiles; and
Wfi is the probability of the multimission fighter being

struck by fighter-interceptors.
Probabilities of hitting an aircraft attacking ground targets are
defined as:

W s.a.a 1 - (1 - W )ns.a.a; /390s.a.a s.a.al

n
W = 1 - (1 - W ) a.g.m; (6.104)
a.g.m a.g.ml

nf- 1Wfi = 1 - (1 - Wfi l )

where Ws.a.al is the probability of a multimission fighter beingstruck by a single battery of small-caliber anti-
aircraft artillery;

a.g.ml is the probability of the multimission fighter being
struck by a single antiaircraft missile;
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Wf i is the probability of the multimission fighter being
struck by a single fighter-interceptor;and

nsa.aa m and nfi are the number of batteries, small-
caliber antiaircraft artillery, anti-
aircraft missiles, and fighter-inter-
ceptors, respectively.

The probability of an aircraft being struck by antiaircraft
missiles (or by AAD interceptor-fighters) was considered in example
6.1. Let us define by formulas (6.104) Ws.a.a, Wa.g.m and Wf,

considering Ws.a.al = 0.05, Wa.g.ml = 0.3, and Wf-il = 0.15.

W s.a. a  = 1 - (1 - 0.56) 6  = 0.27;s.a.a

2
W = 1 - (1 - 0.3) = 0.51;
a.g.m

W i  = 1 - (1 - 0.15) 2 = 0.28.f-i

Hence the probability of penetrating AAD facilities will
be WAAD  = 0.26, by formula (6.103). We will determine the

effectiveness of the performance of the combat mission by a
multimission fighter, given the condition Wdet = 0.95, Wst r

0.9, PAAD = 0.99, Pdet = 0.95, and Pscr 0.98. Then

E = 0.26.0.95-0.9.0.99.0.95.0.98 = 0.2

From this example it is clear that the probability of the
successful performance of a combat mission by a multimission
fighter is low. Let us consider this very same problem when there
is a partial suppression of the AAD defense by the armament of the
multimission fighter. We will assume that two air-to-surface
missiles put out of commission the radar of the antiaircraft mis-
siles (Wa.g.m = 0), then WAAD = 0.73 * 0.72 = 0.52 and Ea = 0.41.

In this case Ea is approximately twice as high as in the first

case, however the use of a multimission fighter is, as before, un-
warranted, since Ea < 0.5.

Example 6.7. Let us determine the effectveness of the ac-
tions of a multimission fighter against a ground target in the
situation of AAD when RCM /~adio countermeasure7 equipment is
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used on the multimission fighter. In this case, we will assume
that Ws.a.a = 0.01, W = 0.05, and Wf-i = 0.02, then WAAD
= 0.82 and Ea = 0.65.

When the radar of the antiaircraft missile installation is
hit, Ea becomes 0.72. Thus, the RCM equipment and the partial

suppression of the AAD facilities permit a marked rise in the
effectiveness of the combat application of multimission fighters
in striking ground targets.

Ec Fig. 6.26. Cost of an attack on a /391
o.0 ground target by a single aircraft

A (1), acting in a group of two (2)

/T 2- and three (3) aircraft
KEY: A -- Ea

-- B -- Cost of attack, f

G I Using these data for Ea , let us

45 1.0 s determine in Examples 6.6 and 6.7 the
B g* 11auxuf dependence of the cost of an attack

on a standard ground target on the
probability of its being hit. The

corresponding numerical values are given in Table 6.12.

The data in Table 6.12 were used in indicating in Fig. 6.26
(curve 1) the cost of an attack on a standard ground target made
by a single aircraft; here also is given for sake of comparison
a plot of the cost of an attack by one aircraft (curve 2) acting
in a group of two aircraft. Here one of the airplanes strikes /392
the ground target, and the second aircraft of the group suppresses
the AAD facilities. Curve 3 corresponds to the cost of an attack
by one aircraft acting in a group of three airplanes.

6.5. Groups of Complexes

The effectiveness of a system, as already indicated, is
determined by the probability of the successful performance of a
combat mission under specific conditions of the use of the system.
In complex conditions of the use of complexes, the effectiveness
of a system can take on any of a set of different values. The
effectiveness is strongly affected by the layout of ground facili-
ties of the system, active and passive countermeasures of the
enemy, the possibility of performing combat operations by groups
of flight craft, and so on. Ground facilities of the system are
connected with each other into a unified cell or group. This
refers both to AAD facilities and offense facilities. Groups
always have a higher effectiveness of action, especially in con-
ditions of active or passive enemy countermeasures. The
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TABLE 6.12 COST OF AN ATTACK AGAINST CONVENTIONAL
GROUND TARGETS BY A MULTIMISSION FIGHTER WITH

DIFFERENT KINDS OF ONBOARD ARMAMENT (BASED
ON FOREIGN DATA)

Prob. of pen- Cost of attack in
etrating AAD rel. units (neg-

Armament version performing lecting operating
Armament version mbat mission reliability of the

SWr E air-to-ground mis-
AAD a sile and active

jamming equioment)
Bombs 0.26 0.2 1.00

Bombs and two air 2 0.41 1.15
to-ground missiles

Bombs & jamming 0.82 0.65 1.25

Bombs 2 air-to- 0.90 0.72 1.40
grouna missiles,

and jamming

malfunctioning of individual subsystems in a group, even though
reducing the effectiveness of use of the group, still in a ra-
tional communications arrangement does afford a high enough com-
bat capability.

As an example, let us look at a standard group of AAD system
facilities (Fig. 6.27). The width of the defense belt Z is chosen
in accordance with the tactical-operational situation. Within
this belt at a distance from the frontier lie the ground radar
stations affording the simultaneous determination of the para-
meters of air targets and their transmission to the command post
(CP) where a decision is made on the use of interception faci-
lities (missiles or fighter-interceptors) based on conditions of
the possible position of the interception lines with respect to
the width of the belt B. Obviously, the number of interception
groups in the belt Z must be equal to the number of the belts
with width B. This precludes the possibility of the unimpeded
penetration of an enemy deep into the defended territory.

The number of AAD facilities for interception and striking
of air targets is selected so that for different methods of enemy
raids, an assigned effectiveness of striking the targets Ea is
provided,
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Fig. 6.27. Investigating groups of
complexes

KEY: A -- Battalion command post
B -- R.

- ji
C -- RR det
D -- R 2

E -- Command post

F -- Target
9 -- boundary of launch positions
H -- Antiaircraft guided missiles
I -- airfields of fighter-interceptors
J -- radar of antiaircraft guided missiles
K -- long-range detection and guidance

radar of fighter-interceptors
L -- batteries of small-caliber antiair-

craft artillery
M -- boundary Caption continued on

following page7
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Fig. 6.27. Investigating groups of
complexes /continued

KEY: N -- multimission fighters (1 -- offense
2 -- cover)

0 -- AAD fighter-interceptors
-- long-range detection radar

A large number of interception facilities in the belt Z /394
requires that a certain level of their combat readiness Wc.r be

assured, and also that assigned effectiveness levels of indivi-
dual complexes Wa be maintained. In addition, the effect on

W of facilities of active and passive enemy protection and nat-
u'al external conditions (weather, visibility, and so on) must be
taken into account.

Thus, the effectiveness of a group Ea.co m is defined as

Ea•com = Wc. rWa (6.105)

The combat readiness of interception facilities can be determined
by the following formula:

W .r= c.r , (6.106)
T + Tc.r nc.r

where T is the mean time that all AAD facilities are in a
c.r combat-ready condition; and

T is the mean time that all AAD facilities are in a non-
combat-ready condition.

To determine T and T c.r let us use the method suggested

in the work 7, according to which

ST

Tr = - e Tf-f Tf f (6.107)

where Ts.m is the scheduled maintenance period; and

T ff is the failure-free operating period of all facilities.

The mean time that all facilities are in a noncombat-ready
condition depends on the waiting time of spare parts Ts.p; the

scheduled maintenance time T,, .t; the time spent in detecting

a failure Tf.d; the repair waiting time Twa; and the time spent
in making repairs Trep:
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s .m

T = (T +P T )e TTf-f +nc.r s.m.t s+ P.p s.p

+ 1 -- e Tf ) (Pf.dTf.d + PwaTwa - Trep) (6.108)

where Ps.p is the probability of waiting for spare parts to be
obtained;

Pf-f is the probaoility of an undetected failure coming /39
to light; and

Pwa is the probability of the onset of repair work.

It must be noted that in complex control systems of aircraft
and missile AAD complexes the time Tnc.r is quite large owing to
significant values of Ts.m.t and especially Trep, requiring the
arrangements of additional AAD facilities in the defense belt to
achieve assigned Ea.com values 7157.

Example 6.8. Let us determine the probability of an anti-
aircraft AAD complex being in a combat-ready condition and the
effectiveness of air targets being hit by missiles of this com-
plex (cf. Fig. 6.27 a) given the condition that Ts.m.t = 0.5 hr;
Ts.p = 1.0 hr; Tff = 1.0 hr; Twa = 1.0 hr; Trep = 10.0 hr;

T.m = 100.0 hr; Tff = 500 hr; Ps.p = 0.7; Pff = 0.6; and

Pwa = 0.9. For the adopted values we find Tnc.r = 12.62 hr and
Tc. r = 200 hr, whence Wc. r = 0.94. With these data, let us
assume that -- with reference to the radio countermeasures of
the enemy -- Wa = 0.77; then Ea.com = 0.725.

Example 6.9. Let us determine the effectiveness of a round
target being hit by a group of attack aircraft (Fig. 6.27 b),
here using the first scheme of combat operations. The probabi-
lity of a fighter-interceptor being shot down by the fire of a
cover aircraft is determined by the formula

sd =Wsa + (1 -- Wsa )(1 - W)W 2 s a , (6.109)

cov cov f-i cov
where W sa and W2 sa are the probabilities of a fighter-

cov cov interceptor being struck by the
first and second salvos of a cover
aircraft, respectively;

Wsa is the probability of the striking air-
f-i craft being hit by the reply salvo

of the fighter-interceptor.
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The probability of the fighter-interceptor not being downed by
the cover aircraft will be

Wn = 1 -- W s  =nsd l sdf-i f-i

= (1 -- WlW saf-i)W2sa cov. (6.110)

If it is assumed that the probability of being shot down by
a salvo of two missiles is 0.5 for each of the salvos (of the
fighter-interceptor and the cover aircraft), then

Wnsd  = 0.375.
cov

This is the probability that the fighter-interceptor can
strike the cover aircraft with the remaining half of its ammuni-
tion load.

Now let us determine the probability of an attack aircraft
penetrating to a target after breaking through the AAD, based
on formula (6.103), considering here that

f-i nsdfi intfi

Here Wintf-i is the probability of interception by a fighter-

interceptor of an attack aircraft with the expenditure of the
remaining half of his ammunition load. Referring to these func- /396
tions, let us find the probability of the attack aircraft perform-
ing their combat mission

Ea.com = Wc.r WAAD Wdet, (6.111)

where Wdet is the probability of detection of a target by an
attack aircraft when only one aircraft out of a
group attacks a target.

The probability of detecting a ground target by an attack
aircraft using optical, radar, and infrared means can be repre-
sented as

Wdet = 1 -- ( -- Wopt)( -- Wrad)(1 - Wir ) , (6.112)

where Wopt , Wrad' and Wir are the probabilities of target detec-
tion with optical, radar, and in-
frared units of the attack craft.
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To determine the numerical value of Ea.com, let us assume

that the AAD system includes the following: 10 20-mm small-caliber
rapid-firing cannon, 10 batteries of missiles (each of the bat-
teries can launch only one missile at the target), and four fighter-
interceptors. Part of the AAD facilities is suppressed by the at-
tack aircraft; then there remains n = 6, n = 2. By

s.a.a a.g.m
formulas (6.104) let us find W = 0.02 and W = 0.15 ands.a.a a.g.m
WAAD = 0.32 (for Wstrf-i = 0.5). We will assume that Wopt = 0.6,

Wrad = 0.6, and W = 0.6. In this case, Wdet = 0.94. The pro-

bability of performing the combat mission can be determined with
formula (6.111), that is,

Ea.com 0.9 - 0.32 . 0.94 = 0.27.

Here it was assumed that the combat readiness of all AAD
facilities (s.a.a, antiaircraft missiles, and fighter-intercep-
tors) is Wc.r = 0.94.

In the last two examples the operating reliability of the
onboard equipment of the missiles and aircraft was left out of
consideration. When this is taken into account, the values
found, Ea.com = 0.725 (Example 6.6) and Ea.com = 0.28 (Example

6.9), will be somewhat less; however, the ratio between the effec-
tiveness of the group operations of AAD facilities and attack
facilities will be retained. The resulting probability of per-
forming the combat mission by one attack aircraft, Ea.com = 0.28,

will be increased with the operations of two aircraft against
the same target (cf. Fig. 6.26). These examples show how group
operations of AAD facilities or air attack facilities influence
the effectiveness of combat mission performance.

6.6. Synthesis of Control Systems of Flight Craft Complexes

Approximate characteristics of control systems and para-
meters of flight craft can be determined with methods of analysis
based on statistical data and mathematical functions given in
Chapters Two to Four. This method of preliminary project-planning
requires constructing quite a large number of graphs with which
the most optimal system parameters can be found7 . This approach /397
involves large time outlays. It is best to use methods of syn-
thesis to reduce the time outlays at the initial stages of project-
planning.

One of the possible formulations of problems in synthesis
is to select the values of the most important system and system-
element parameters, given the condition that the complex performs:
its combat mission with assigned effectiveness at minimum cost.
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The interrelationship of system parameters and the complexity of
the equations describing system functioning, and sometimes even
the impossibility of a mathematical description of several pro-
cesses rule out the possibility of a successive application of
analytical methods of synthesis. Therefore, in project-planning
complex systems often one is compelled to resort to a combination
of heuristic methods of determining values of individual para-
meters with methods of mathematical modeling to select the remain-1

8
ing parameters .

The synthesis of control systems embraces the following
stages.

The first stage (setting up the block diagram of the system)
makes it possible to establish functional relationships between
the main subsystems. Here the a priori information on the condi-
tions of the combat use of the system is taken into account (the
parameters of the targets struck, probabilities of performing
a combat mission with reference to enemy counteraction possible
variants of the layout of system facilities, and so oni. Then
the makeup of the facilities of the entire system and the struc-
ture of the block diagram are refined.

The second stage is the determination of the cost of the
subsystems and of the system as a whole, with reference to out-
lays for increasing operating reliability for an assigned effec-
tiveness of performing a combat mission. At this stage, usually
the complexity of individual subsystems is established and the
system cost functional is set up. By minimizing it, one deter-
mines the minimum cost of the system and the requisite depth
of standby status of individual subsystems, as a function of
their complexity and operating reliability. Statistical data /399
on early-completed developments are used in determining the de-
pendence of cost on various parameters.

The third stage is the selection of the main parameters of
the subsystems and of the entire system as a whole. After deter-
mining the extent of standby status of the subsystems, the block
diagram of the control system is again refined, and on the basis
of this refinement working algorithms and system modeling schemes
are set up to select the system's main parameters. Modeling is
carried out with digital or analog-digital computers. From the
parameters found, the effectiveness of use of the system in var-
ious application conditions is determined and its cost is found
again (the cost of the development and manufacture with reference
to the series status of its production, use, and so on).

The fourth stage is the construction of a CPM graph and
the determination of the time required to develop and build the
system. The stages of system development and building that are
the most heavily loaded as to time are determined on the basis
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Fig. 6.28. Block diagram of an air target-
interception system
Zont inued7

KEY: 10 -- Interceptor motion parameters
11 -- Homing error
12 -- Flight craft
13 -- Long-range guidance error
14 -- Flight craft control subsystem.
15 -- System for transmitting data on board
16 -- Whom

17 -- Warhead aerial-burst fuse subsystem
18 -- W1-r gu /L-r gu = long-range guidance7

19 -- Wcor LZor = correction_7

20 -- Pho

21 -- Pstr

22 -- Pl-r gu
1-r gu

23 -- E a

of the CPM graph, and the technical measures to correct these
stages are projected. Then the cost of the development and manu-
facture is against refined.

The fifth stage involves working out the possible group oper-
ations of complexes with the projected control systems in defense
or offense. At this stage various tactical-operational schemes
of combat operations are examined; optimal compositions of groups
and their rational connections with other complexes are esta-
blished.

Difficulties in synthesizing a system lie, first of all, in
the time connection of quantities differing in their physical
nature that characterize the complex and its functioning (costs,
effectiveness of combat mission performance, target detection
probabilities, and parameters of flight craft and their onboard
equipment), the need to use various a priori information (about
the target, the layout of means of offense or defense, and so on),
and also the necessity of using heuristic methods of selecting
individual parameters. Let us consider by way of example a scheme
for the synthesis of the control system of a one-time interception
complex.

Example 6.10. The block diagram of air target inception by
a flight craft is shown in Fig. 6.28. Each of these subsystems
(denoted by rectangles in the figure) must be chosen on the con-
ditions of its technical feasibility. Selection of the main /400
subsystem parameters is presented -n Chapters Two to Four and
their dynamic characteristics are given in several books of the
present series.
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We will assume that an air target flying at altitude Ht and

velocity Vt is detected by a ground radar at the range Rdet with

probability W. Based on this information we will formulate var-

iants of the interception schemes that would ensure, with assigned

effectiveness Ea , interception and striking of the air target in

defense belt Z at a penetration depth 1 (cf. Fig. 6.27 a). The

interceptor must execute interception of the target with assigned

probability along the interception line Rin. Depending on the

parameters of the interceptor, the interception line can be

Rin1 < Rin2 < Rin3 -

With the adopted radar arrangement scheme, the required mean

interceptor velocity Vav will depend on Rdet and Rin i* The

smaller Rdet is for an assigned depth of launch position location

C, the greater will be Vav and the speed of encounter with the

target at the instant of its being struck.

Locating launch points closer to the boundary Z/rontier for
some Rdet leads to a decrease in C and for equal Vavl = Vav2

= V of the interceptors -- to a narrowing of the belt B. In
av3

this case a larger number of launch points for the interceptors
is needed in the cover belt. An increase in Vav for fixed Rdet

and C leads to an enlargement of the belt B.

The number of launch points and interceptors affects the

cost of the control system and the interception complex. There-

fore, the required system (complex) parameters must be determined
with reference to their operating reliability and the use of
standby provisions, for a minimum cost of destroying the target.

During the planning of the control system, certain other

parameters of the block diagram are also refined. From Fig. 6.28
it is clear that the parameters of target and interceptor motion
during long-range guidance (R > Rcap ) are determined by the ground

field for the target and for the interceptor. These parameters

are fed into a digital computer to generate guidance commands,
which are then sent via the data transmission subsystem to the

flight craft control subsystem. The control system processes
these commands and moves the actuators of the flight craft. When

the flight craft reaches the range Rcap, equal to the capture range

for the onboard target homing coordinator, the homing command gen-
erating instrument is triggered. These commands are sent to a sub-

system controlling the motion of the flight craft. At a certain

distance to the target, depending on the relative motion parameters

of the flight craft and the target, the aerial-burst fuse subsys-

tem of the warhead is triggered, destroying the target.
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A system with the block diagram considered above functionswith random deviations of its parameters (owing to the influence
of random perturbations acting along the detection and controlchannels, passive and active jamming, and target maneuvering).Therefore in the control system arise errors in the execution
of the stages of long-range guidance (A) (cf. Fig. 6.28) andhoming (B), influencing the probability of the performance ofthese stages W1-r gu and Whom . The probability W1-r gu is
strongly affected by the radar field parameters. But the effec-tiveness of interception performance is evaluated by formula(6.23).
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Fig. 6.29. Dependence of the costs
of a group of interception complexeson the errors of the radar field
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Fig. 6.29. Dependence of the costs
of a group of interception complexes
on the errors of the radar field

§ontinued7
KEY: F -- Rdet km

G -- Rcap.onb-r' km; R

H -- Ccom

I -- mcoml> acom2> com > Ocom4

J -- Cgr.f .= ground radar field

comrn
5

L -- Win.rear n.rear = rear hemisphere of
"n a interception

M -- Win jin = interception

N -- a
0- com

com
P -- coml

Q -- acorncom3
R -- acom5

S -- Rdet

T -- Win

U -- acom5< acom4< -com3< acom< acoml

V -- Rrear onb-r ear hemisphere of onboard

radar7

Let us determine the dependence of the cost of a group of /401

interception complexes on the errors of a field of radar stations

ocom. It is clear from Fig. 6.29 a that for each 
acom there

exists a minimum cost Cgr 7r = group7. This is explained by

the fact that the cost of the radar field increases with decrease

in the detection range owing to an increase in the number of sta-

tions. The cost of a field also increases with rise in the radar

cove age owing to the necessity of preserving the assigned accu-

racy com r which can be achieved only by greater complexity of

the station or the computer processing the target information.
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A reduction in the minimum cost C in the interval
gr

-com ccom occurs through a decrease in the monetary out-
com 4  1

lays for the active facilities; a further increase in C (for
gr

Scom >acom5 ) is attributable to an increase in the cost of

the radar of the ground field, exhibiting increased accuracy.

To determine the cost of a group Cgr, we must know the de- /402

pendence of the cost of one interception complex Cco m on the

probability of striking the target and the size of the error
Ucom. From Fig. 6.29 b it is clear that as Win is increased,

the cost of one interception complex goes up. This is due to
an increase in the required target capture range by the onboard
homing coordinator to ensure high capture probabilities (Fig.
6.29 c) and thus, by an increase in the cost of the coordinator
itself (cf. Fig. 6.29 d). At the same time, with a rise in the
accuracy of the radar field ao , the cost of the complex becomes
lower. com

Thus, to obtain the graphs (Fig. 6.29 a), we must first con-
struct the graphs Fig. 6.29 b,c,d and, in addition, obtain the
dependence of the cost of the ground field on the range of the
ground radars and their accuracy (Fig. 6.29 e).

In this example we have examined the method of determining
the parameters of a ground radar field for fixed parameters of
the flight craft during the synthesis of the complex. During
a synthesis, we also could have found the optimal parameters of
the flight craft for fixed values of the ground field. The func-
tion given in Fig. 6.29 d shows that for small interception ranges
the cost of a group rises, owing to an increase in the number of
the complexes. A further rise in cost is related to an increase
in the speed of interception.

This synthetic pathway considered is not the sole one. One
can conceive of a good many other schemes permitting the selection
of the control system parameters (or the parameters of complexes).
They all, however, in general outline will follow the scheme des-
cribed in this section.

FOOTNOTES

1While this principle is valid for linear and relatively
uncomplicated systems whose functioning is described by ordinary
differential equations, this acceptability is, strictly speaking,
not obvious in the construction of complex systems represented
by the superpositioning of nonlinear operators.
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FOOTNOTES /Continued7

2The general principle of this transition from a quantita-
tive to a qualitative criterion when the stochastic nature of
external parameters yi appears is given, in particular, in the
work 2 .1

3 Pardow, J., "Communication Satellites," in: Sistemy Svyazi
s Ispol'zovaniyem ISZ (Communications Systems Using Artificial
Earth Satellites), (translated from the English), Moscow, "Mir"
Publishing House, 1964.

4The complexity factor characterizes the complexity of a
subsystem. We will assume that Si = 1.0 is the "ordinary com-

plexity" fdctor. By "ordinary complexity" we mean the complexity
of a subsystem equivalent to 10,000 series-connected resistors
(cf. Table 6.1).

5 p is the constant cost component paid in the form of a tax
in buying or renting land for launch points; it is typical of
the United States and other capitalist countries.

Of course, on the nature and degree of active countermeasures
depend the tactics of using combat facilities, which in some cases
can be employed only against means-of defense. A discussion of
these problems is -- however -- beyond the scope of the present
volume.

7 Cf. also books in this present series dealing with methods
of project-planning various kinds of control systems and their
equipment. For example, Krinetskiy, Ye. I., Sistemy Samonave-
deniya (Homing Systems), Moscow, "Mashinostroyeniye Publishing
House, 1970.

8 When control systems are modernized, physical modeling
incorporating actual equipment is possible.

9The values of com and the subsequent characteristics of

the system for long-range guidance and homing are determined by
modeling.
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